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Abstract

After an introduction to the background field technique and the heat kernel
method, one loop counterterms are computed in first order formalism for the Einstein-
Hilbert action using these tools. The obtained result coincides with the result found
by 't Hooft and Veltman in second order formalism.
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1 Introduction

Since Albert Einstein introduced the theory of General Relativity (GR) in 1915, it has
exhibited a great success in describing gravitational phenomena in a wide range of energies.
Nevertheless, when the energies approach the Planck’s mass, quantum effects become non-
negligible leading to the need of a quantum theory of gravity. Unfortunately, the quantum
version of GR has been found to be non renormalizable beyond one-loop (cf. [1] for a
general review of quantum gravity and some approaches to the problem).

The first study of the renormalization of GR was carried out by 't Hooft and Veltman
in a classic paper in 1973 [2], as a byproduct of their analysis of one-loop amplitudes in non-
abelian gauge theories. Since the process of quantizing gauge theories was well understood,
they studied the quantization of the gravitational theory as a gauge theory and treated
it perturbatively using the background field technique. This technique, first introduced
by DeWitt [3], allows for the quantization of the theory in an arbitrary background. To
do this, an expansion in a small parameter  is performed for all the fields in the theory,
splitting them into their background value and a perturbation. This procedure simplifies
the results, due to the fact that the gauge invariance of the background fields is mantained
(only the perturbations have to be gauge fixed), restricting the set of counterterms that
can appear to those with the gauge symmetry of the background.

The gravitational coupling is characterized by Newton’s constant, which for three
or more space-time dimensions has units of mass to a negative power. The ultraviolet
behaviour of Einstein’s theory of gravity is thus more singular than that of renormalizable
theories. Indeed, elementary power-counting implies that, the only posible counterterms
appearing have to be local invariants of dimensionalities increasing with each order of the
perturbation expansion. Thus, the only hope for a successful perturbation expansion for
Einstein’s theory would require that, order by order, ultraviolet divergences cancel out of
its S matrix. Therefore, finiteness rather than renormalizability, is the feature we have
to require to a theory that includes gravitational interactions.

In this context, 't Hooft and Veltman [2] found that pure gravity (i.e. Einstein-
Hilbert action without cosmological constant) turns out to be renormalizable to one-loop
order, since the geometric invariants appearing in the counterterms are just R?, R, R"
and R,,,-*??. In four dimensions, the last invariant turns out to be a topological
invariant so it can be written in terms of the first two invariants that precisely cancel
on-shell. The computation of the two-loop counterterm was carried out by Goroff and
Sagnotti [4], finding that quantum gravity is already divergent at two-loop order. In this
case there is a surviving geometrical invariant even on-shell. The invariants appearing
are all proportional to R or R,, R" so that they cancel on-shell, but one of them takes
the form R,s "’ R,; “R ? and does not vanish even when imposing the background
equations of motion. When the simplest type of matter is included in the theory, such
as a scalar field, the theory is no longer finite even at one-loop order as also found by 't
Hooft and Veltman.

The need of a quantum theory of gravity that is complete in the ulraviolet has lead
the way to a number of possible solutions to the problem of the non renormalizability of
the theory. One of the solutions is to introduce higher curvature terms. It was found that



quadratic theories of gravity are indeed renormalizable [5]. However, the prize to pay is
that they are not unitary, hence making these class of theories equally useless a priori,
although efforts have been made in order to fix the problem [6].

On the other hand, it is well-known that when considering the Palatini version of
the Einstein-Hilbert Lagrangian, that is, the first order formalism for the classical case
(i.e. the metric and the connection are treated independently), the connection is required
to be the Levi-Civita one once the equations of motion are imposed. However, when
more general quadratic in curvature metric-affine actions are considered in first order,
this relationship disappears even on shell, hence allowing for more general connections.
That is, the equations of motion do not force the connection to be the Levi-Civita one.
This is of particular interest because when analyzing quadratic theories in first order
formalism, there are no propagators falling down faster than }%, indicating that there is
still room for the theory to be unitary. The study of quadratic theories of gravity in first
order formalism, being renormalizable, could give rise to a unitary and renormalizable
theory of gravity [7].

In this scenario, the computation to one loop order for the Einstein-Hilbert case
in first order formalism paves the way for future studies of more complex theories. The
aim of this work is to compute the quantum corrections to the gravitational action to
first order in the coupling constant, x, using the background field method as 't Hooft and
Veltman did, but in first order formalism, where the fields g,, and Fg},@ are independent.
This problem was studied by Buchbinder and Shapiro [8], but the result obtained did
not match the one 't Hooft and Veltman obtained in second order formalism (even with
the same field parametrizations). The exact coefficients of the counterterms are highly
dependent on the parametrization used for the different fields appearing in the theory and
also of the gauge fixing used in the computations, so for this work we take exactly the
parametrization used by 't Hooft and Veltman and also the same gauge fixing. Our results
[9] are in contradiction with [8] but coincide with the result of 't Hooft and Veltmann
found in second order formalism.

Another difference from the computation in second order formalism carried out by
't Hooft and Veltman, is that our computation relies on the heat kernel technique in order
to extract the counterterms. The heat kernel technique (cf. [10, 11] for a general review of
the subject) is mostly used in one-loop computations and it allows to extract the infinite
part of the effective action (i.e the generator of the 1PI Green’s functions). This technique
makes the calculation of the counterterms possible without having to go through all the
one-loop diagrams of the theory. In this work we combine the background field tecnique
and the heat kernel method. In the former the computation of the effective action turns
out to be analogous to the computation of the determinant of certain operator and then
using the latter, one can extract the divergent piece of that determinant. This simplifies
enormously the computations first carried by 't Hooft and Veltman, where their approach
was diagramatic.

Let us set up the problem we are going to study. The action we are considering is
the usual Einstein-Hilbert action without cosmological constant or any matter coupled to
the gravitational field

1
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where k? = 877G, and we assume that speed of light ¢ = 1.

Throughout this work we follow the Landau-Lifshitz spacelike conventions, in par-
ticular
A A
Ruupa = 8,01—‘50 - aarl;p + rKre —Te T . (2)

Ap~ vo Ao~ vp

We define the Ricei tensor as

R, =R (3)

BAV )

and the commutator with our conventions is

a A pa a
[V, V0% = AR, + O RY . (4)
The important thing we have to keep in mind is that in first order formalism the
metric and the connection are independent and hence there is no fixed relation between
them.

The outline of this work is as follows. In the second section, we focus on the introduc-
tion of the background field technique and show its use in one-loop order computations.
The third section is devoted to the understanding of the heat kernel technique and to the
computation of the coefficients appearing in the formula that will give us the divergent
piece of the determinant, and thus, the counterterms. In the fourth section, we perform
the explicit computation of the one-loop counterterms in first order formalism for the
Einstein-Hilbert action without cosmological constant. Finally some conclusions are left
for section 5.

2 Background field method

An essential tool for this analysis is the background field method, first introduced by
DeWitt [3]. The background field method is a technique for quantizing gauge field theories
without losing explicit gauge invariance completely.

The starting step in any gauge theory is, of course, a gauge invariant Lagrangian.
However, when quantizing the theory a gauge fixing must be imposed. This leads to
a manifestly non gauge invariant Lagrangian, consisting of the original Lagrangian plus
gauge-fixing and ghost terms. Nevertheless, any computed physical quantity will be gauge
invariant and independent of the particular gauge choice. The problem is that quantities
with no direct physical interpretation, such as off-shell Green’s functions or divergent
counterterms, will not be in general gauge invariant. In the background field approach,
the key point is that explicit gauge invariance, present in the original Lagrangian, is
still avalaible once gauge-fixing and ghost terms have been added. As a result, in this
formalism, even the unphysical quantities we were discussing take a gauge invariant form.

First of all, we start by introducing the functional approach of the path integral. The
final goal of any field theory computation is to obtain the S matrix, from which we can
compute the amplitude of any process we are interested in. The S matrix can be obtained
from the Green’s functions of the theory by LSZ reduction. In the functional approach,



the Green’s functions are determined by taking functional derivatives with respect to the
source function J of the generating functional

Z[J] = / DA SAHIA) (5)

However it is more practical to work only with connected Green’s functions, as the dis-
connected pieces do not contribute to the S matrix. These are generated by taking J
derivatives of

WI[J| = —ilnZ]J], (6)
where W is called the free energy.

The connected Green’s functions can be further simplified by expressing them in
terms of one-particle-irreducible (1PI) pieces. This turns out to be useful for the compu-
tation since it is easier to actually get the 1PI Green’s functions and then combine them
into the diagrams we want to compute, instead of computing explicitly all connected dia-
grams. The 1PI Green’s functions are generated by a functional called the effective action
I'. Tt is defined as

[[A] = W[J] = JA. , (7)
where S
37 (8)
After having seen this, we understand that the effective action I'[A.] is an important
quantity to compute in a field theory. Once this is known, the S matrix can be con-
structed after joining together trees of 1PI parts to generate the full connected Green’s
functions. The background field method is a convenient way of computing the effective
action. Unfortunately, it is not possible in general to compute exactly the effective action.
As we will see in the next section, we can only compute its divergent part to some order
in the computation and use it to extract the counterterms to that order.

A. =

To see how this method works, we start by expanding the generic field fl“ around
an arbitrary background configuration

A, =A,+A,, (9)
where A is now a perturbation around the background, also called the quantum field.

In the functional integral we are going to integrate over quantum fields only (otherwise
nothing changes), so that we have

Z[4] = / DA, S (10)
The background is assumed to obey the classical equations of motion, namely
08
0A, 1A,

So that at the one-loop order, we will have

VAl — / DA exp {ZS[A] +i / d(vol) %AK[A]AJM / d(vol) JA} =

— exp {iS[A]—i%lndetK[A]+@'% / d(vol) JK‘l[A]J} , (12)
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where in the last line we have used that the gaussian integral over A can be computed by
the usual technique of completing squares

1 1 1
—AKA+JA=|A+ — JK 1| K A+—K—1J] . 13
2 [ V2 } [ V2 (13)

Here we use that the measure DA is translational invariant so that the result of the
integral is the well known (det K) ™"/, After this integration we obtain then

= K[A]A. (14)
and therefeore
POALA] = WA~ [ divel) 74, -

— §lA] - %lndet KA - % / d(vol) AK[AA, . (15)

Larry Abbott [12] was able to prove that the effective action computed by the
background field method is related to the ordinary effective action. To do this, we shift
the variable of integration A by taking A — A — A. Doing this, we obtain that

ZPF1J Al = Z[J)em A —  WPI[J Al =W[J] - JA, (16)
and differentiating with respect to J
APE = A, — A (17)
Finally the total effective action is
DBE[APE Al =W[J] - JA—JA. + JA=T[A], (18)
and recalling A, = ABF + A we get
DBF[ABE A = T[ABF 4 4] . (19)
As a special case we get

[[A] =TPF0,A=A4] . (20)

Coming back to the case we were analizying for one loop, we finally get

T[A] = [P0, A = A] = W[A] = S[A] - %m det K[4] | (21)

so that we see that we can obtain the one-loop effective action as the background field
free energy. Also, we notice that the effective action only depends on a determinant which
is a function of the background field, so that if we maintain the gauge invariance of the

b}



background, the counterterms coming from the infinite part of the determinant will be
gauge invariant and hence we can restrict them enormously.

Focusing in the gauge invariance, for the total action we have that the gauge trans-
formations can be written as

(Au + Au)/ = Q(Au + A/L)gil + gaugil ) (22)

where g is an element of the gauge group acting on the fields (we use this notation for
simplicity).

From these tranformations there is a subset called quantum gauge transformations
which are those under which the background field remains unchanged

A=A,
A 9<A + A+ 09 - Ay (23)

We want to gauge fix these transformations. The key point of this method is that
there is still another set of transformations, the background gauge transformation, which
can be kept even when gauge fixing the quantum ones

AL = Q(Au + 8#)9_1
A, = gAg " (24)

This is the main advantage of the background field method, that is, the gauge
invariance of the background field can be kept during the calculations.

In the next section we will use the heat kernel technique to compute the divergent
piece of the determinant which gives the effective action.

3 Heat kernel

There is a very powerful set of computational techniques, related to the zeta function
regularization, which is known as the heat kernel approach [10, 11],because the heat
equation plays a significant role in it. Its power becomes apparent when combined with
the background field method, as we are doing in this computation.

We begin with the divergent integral first studied by Schwinger [13]

< d
I = / OF gmar (25)
0
This integral diverges so it has to be regularized. We can define it as
: > dr —xA
I\ = 11_1%[(6 A) = 11_{% 6 —e - (26)

With this definition we find the following

0 1
11—%8)\ <€’)\):_X — I(AN)=—-lnA+C. (27)



We can now define the determinant of an operator with discrete eigenvalues as

Indet A=Tr nA=) In)\, . (28)

where ), are the eigenvalues of the operator. Given an operator (with purely discrete,
positive spectrum) we can generalize the above idea an write

Indet A = —/ d—Ttr e A (29)
0

T

The trace here involves not only discrete indices, but also includes an space-time
integral. We have introduced 7, called the proper time !, as this is related to the proper
time method introduced by Schwinger [13]. The formula we have introduced for the
determinant is a purely formal formula and, as we can see, ultraviolet divergences appear
as we approach the lower limit of the integral.

Let us define now the heat kernel associated to that operator as
K(r)y=e ™, (30)

which obeys the heat equation
+ K =0. 1

For small proper time, there exists an expansion first introduced by Schwinger in [13]
and then reformulated in geometric language and extended to curved spaces by DeWitt
in [3], which allows for an expansion of the heat kernel as a Taylor series

K (ri2,y) = Ko (r52,9) Y ap(z,y) 77 (32)

p=0

Here K| is the solution of the simplest operator we can have, namely the flat Lapla-
cian, so that it has the form

1 —o(z,y)

Ko(z,y;7) = We T,

(33)
where o(z,y) is the Synge’s world function which in flat space happens to be o(x,y) =
5(1) — y)z, and in general it is related to the geodesic distance. For the purposes of this

work we only need to know that the limit o(z,y) — 0 is equivalent to = — y.

The coefficients a, (x,y) characterize the operator whose determinant is to be com-
puted. Actually, for our purpose, only their diagonal part, a, (x, x) is relevant. Using the
Schwinger-DeWitt expansion in the definition of the determinant we get

L As it can be seen T has no units of time but it is related to the proper spacte-time interval (and thus
has units of distance squared) and it is called Schwinger’s proper time for historical reasons.



o0

o0 d & d 1 —olx,y
log det A = —/ Ty K(r) = —lim . /d(vol) ZTP Tra,(z,y) e st
0

T =0 Jo T (4wT)"/?

p=0
(34)
where in the last step we have regularized the divergent integral by point splitting,
that is, we insert also the non diagonal part a,(x,y) of the coeflicients and use o(x,y) as
a regulator.

All ultraviolet divergences are encoded in the region 7 ~ 0, and this is indeed all
the information we can obtain from the determinant as we have already performed an
expansion around small proper times. Changing the order of integration and performing
first the proper time integral we get

n X o () n
log det A =— [ d"z +/]|g| }TILI(I) Z e F(——p) tra, (z,y) . (35)

2
p=0

We can get the one-loop order divergence for n = 4 by taking p = 2 and using
dimensional regularization n = 4 — ¢, obtaining

1 1 1
§log det A = _Wn—ll/dnx V ‘g‘ tras (xv'r) ) (36)

where we have used

r(—g) ~ —§—7E+O(e) ,

o(e,y) " = 14 S Ino(e,y) + O, (37)

and we do not take into account the constant terms, but just the divergent piece. As
already mentioned, When taking the limit ¢ — 0 we are taking the limit x — y so that
we pick the diagonal part of the coeffcients.

After doing this, we need to compute the coefficient as. In order to do that, we
are going to study general properties of the heat kernel for Laplace type operators and
also use the consistency of the method [11]. We consider a smooth compact Riemannian
manifold M of dimension n with a vector bundle V defined over M. If we have second
order operators of Laplace type we can write them as

D = —(¢""0,0, +a°0, +b) , (38)

where a and b are matrix valued functions in M.

There is a unique endomorphism E (another matrix valued function) allowing us to
rewrite the operator as

D=—(¢"V,V,+ E), (39)
where V, is the usual covariant derivative and
E = b— ¢"(0uw, +w,w, — wgfzu) ,

1
ws = Susla’ + gL, Ty) (40)
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The operators we are analyzing here are called minimal operators because they are
the set of operators that have trivial internal index structure in the term cointainig second
deriatives, meaning that they have that this term is just contracted with the metric. The
determinant of such operators can be computed with the usual heat kernel techniques
[10, 11].

The operator exp(—tD) with possitive ¢ is trace class on the space of square inte-
grable functions L*(V), that is, for an smooth funcion f we can write

K<t7f7 D) = TrLQ(f exp(—tD)) ) (41)

which is the definition of the heat kernel of the operator D, as we have already studied
above. We can expand this definition and write

K(6.£.D) = [ a5 Ty K(ti2.2.D) fa). (42
M
where the trace is taken over the internal indices and K (t;x,z; D) is an y — x limit
of the solution to the heat equation with a certain initial condition

(0, + D)K(t;z,y,D) =0, (43)
K(0;2,y, D) = 0(x,y) .

If we are working with manifolds without boundaries (or manifolds with bound-
aries in which the fields are subject to certain special boundary conditions), there is an
asymptotic expansion as t — 0 as we saw earlier

K(t, f, D) = Trpa(f exp(—tD)) ~ Y t*"2a(f, D) , (44)

k>0

where the coefficients of the expansion are called the small proper time expansion heat
kernel coefficients and are defined as

olf,0) = (40" [ @ G e fa). (45)

M

There are two ways of computing the heat kernel coefficients ay(f, D). The first one
is the DeWitt iterative procedure. The second way, and the one we are following in this
case, is Gilkey’s method [14]. We start with very general properties of the heat kernel
coefficients, and for simplicity we consider a smooth compact Riemannian manifold M
without boundary. We take an operator of Laplace type D on V and a smooth function
f. Analyzing again the asymptotic expansion around small proper time, there are two
statements that the coefficients has to fulfill

o All coefficients with odd index k vanish — ag;+1 =0

e All the remaining coefficients aq;(f, D) can be computed in terms of geometric
invariants of the right dimension



Going deeper in these statements, the second one means that we can write the heat
kernel coefficients as integrals of the right dimensional geometric invariants, giving

ar(f, D) :Try/Md"a: NG, {f(x)ak(x;D)}:ZTrv/Md”x NG, {fuf_Ai(D)} , (46)

where as anticipated, Af(D) are all possible independent invariants of dimension k con-
structed from E, Q, R,,,, and their derivatives (we do not have other relevant quantities
in our theory). For example, taking & = 2 it is easy to check that we can only construct
two geometric invariants, namely E and R.

On the other hand, the first statement can be understood easily as one cannot
construct an odd-dimensional invariant without including an odd number of derivatives,
as they are the only objects that have odd dimension. To respect geometric invariance,
that is, general diffeomorphism invariance (as the operator whose heat kernel we want to
compute does), the derivatives have to appear in pairs. Hence, the odd coefficients vanish
as no invariant with odd dimension can be included in manifolds without boundary.

We continue considering a product of two manifolds, M; and Ms, with coordinates
x1 and x5 respectively and, D = Dy ® Ds, so that

exp(—tD) = exp(—tD;) ® exp(—tDy) . (47)

If we multiply both equations by f(x1,2z2) = fi(x1)f2(x2) and take the functional traces
as defined in (44) we get

Zt(kin)/Z th n) f1 l'l Zt(q n) f2 33'2) D) . (48)

k>0 p>0 q>0

We can find that for each k& we have the relation

ar(z, D) = Z ay(z1, D)agy(x2, D) . (49)

ptq=k

This allows us to find a relation between the coefficients u!. For instance, if we take
My = 8" with 0 < 2y < 27 and Dy = V2, then all geometric invariants are defined just
by the D, part and are independent of x, so that

ar(f(x9), D) = /sl “ d"z \/g Z Try {f zo)ul (n)AL(D )}
= QW/MQ d" 'z \/g Z Try { f(z2)u' (n)AL(D2)} (50)

where the geometric invariants we have to compute only depend on D, as we already
mentioned. We can also use (49). For that, we know that the eigenvalues of the operator
D, are [? with | € Z. In this way, we can compute the heat kernel expansion for D; using

10



Poisson sumation formula?:

K(t,D;) = Zexp(—tﬁ) = \/§ exp(—m21?/t) ~ \/§+ O(e 1Y) . (52)

leZ

Since we are looking for the coefficients in the small proper time expansion, ex-
ponentially supressed terms have no effect on the heat kernel coefficients, and the only
non-zero coefficient is ag(1, D1) = /7. Therefore, substituing in (49)

(), D) =VE | a7 g 3T (fm) Wl ALY - 63)

Comparing (50) and (53) we get

Uy = VATU(y 1) (54)
so that
~1/2 —n/2
Ufn+1) = (4m) / u{n) = (4m) / U{o) ) (55)

and therefore the only dependence on the dimension n is via an overall normalization
factor (47)~"/2.

To go further in the computation of the heat kernel coefficients we need some vari-
ational equations

% _Oak(]_,eXp_2Ef D) = (’I’L— k)ak(fa D) ) (56)
d

—| ar(1,D —€F) = ayp_o(F,D) , (57)
de le=0

d

7 E:Oan,g(exp’kf Fiexp*'D)=0, (58)

where f and F' are smooth functions. The derivation of these equations is carried out in
(A.1).

Next, we write down a general expression for a; containing all invariants AL of
dimension k with arbitrary coefficient u!. As we already saw, we can rescale all the
constants by (47)”"/* and call the other constants a;, which now are independent of n.
For the purposes of this work, we just need to compute the ay(f, D) coefficient (often it
is also called ay because it is the third lowest non zero coefficient), so that we write down

2The Poisson summation formula can be written as

Zh(Zlm) = % Z/_oo dy h(y)e~*Y (51)

11



the expressions for the three lowest coeffcients
ao(f,D) = (4m)™"/? / d"z /g Try {aof} (59)
M
1
w(f,D) = ()" / &x /G Tey {f(uE + asR)} | (60)
M

1 . :
as(f,D) = (4%)_”/2% /M d"z /g Try { f(asE¥ + oy RE + a5 E* + o Rili+-

+  arR® + asRu R™ + g Ry pe R + 010Q,,0%) } (61)

e The coefficient ag follows from the heat kernel expansion of the scalar Laplacian on

St (already computed in (52)), so that :

e Now we use (57) with k = 2

a
de

1
—/ d"z /g Try {a F} = / d"z /g Try {F} | (62)
6/ m M

and we can directly extract .

e Taking now (57) for k =4

as(1,D —eF) = ao(F,D) —
e=0

d
d_ a4(1,D—eF) = CLQ(F, D) — (63)
€le=0
1 1
— d"z\/g Try {asRF + 20;EF} = - / d"z+/g Try {oy FE 4+ 0o F R} .
360 J s 6 .Jm

From this equation we get ’045 = 180‘ and ’a4 = 60042‘ )

To proceed further we have to take into account local scale transformations defined
in (56) and (58). We start with the transformations

L=e2L,
guu _ e—Qefguy ’

at = e 2l gh

)

b=e2p. (64)

With this transformations we can deduce how the other relevant quantities trans-
form. This is analyzed in (A.2) and it can be seen that we can get the following useful

12



relations®

d ~

el VIV (65)
d _

& GZORHVPU - _QfRNVpU + 5V0f5“p + 5upf;w - (5,uaf;up - 5upf;lw ) (66)
di = 1

e = — —(n — L

de e:OE 2/ E+ 2(n 2)fi (67)
d > .

deleso = T2 R =20 =D f (68)
d 5 : ; 1 iz .

Ze| o Bon = —ATEL — 2 B+ o (n = 2)f — 2f, E" (69)
d . ] | |

deloTF =~ RE+ 5 =2) iR = 2n = ) [ E (70)

% iOE? = —AfE*+ (n—2)f1E )
d & ; ’ SUV .

% os:OR;ij - _4fR;Z _ 2f;ﬁR o 2(” - 1) ;’,ZLV - 2f;uR’“ R (72)
d R .

T _ORz = —4fR* —4(n—1)f¥R 73
d o ) | V

Tl BB = —Af Ry R = 2R = 2(n = 2) 0 B, (74)
d .

d_ R/,u/pa‘Rru’llPU — _4fRquo_R,LL1/pU . Sf;“VR‘U’V ’ (75)
€le=0

d -

& e:OQ2 - _4fQ2 . (76)

e With this relations we can now use (58) to compute the coefficients. Applying it to
n = 4 we have

a
de le=0
and using (67) and (68)

as(exp 2 Flexp™/ D) =0 (77)

d

1
—| ag(exp Y Fexp®/ D) = (47?)_”/2—/ d"z/g Tr{F(a;(-2fFE
de le=0 6 M

+ %(n —2)fi) + aa(=2fR —2(n — 1>f5[5>} :
(78)

Each coefficient in front of the different invariants must be zero, so that collecting
the factors that go with [} we get

— [m=6] ()

31n these formulas ; denotes the covariant derivation.
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e Now let M = M; x My and let D = (=A;) + (—Az) where A, 5 are scalar Lapla-
cians. Then using the expression for the coefficients for a product manifold (49) we
have

CL4<1, _Al — Ag) = 61,4(17 Al)ao(l, AQ) + CLQ(l, Al)CLQ(l, AQ) + Clo(l, A1>CL4<1, Az) .
(80)

In this case £ = 0 and © = 0 (we just have the scalar Laplacian). We want to collect
the terms with Ry R> to equate them and obtain the value of some coefficients. In
the total a4 we will have the term a7(R; + R2)27 whereas in the product of the
coefficients ayay we have a3 Ry Ry, so that

20é7 R1R2 O./% R1R2

e Next, we can apply (58) to n = 6 and collect the coefficients multiplying each
invariant imposing their cancellation

0 = Try / ' /g {F((~205 — 1004 + das) 2 + (205 — 10ag) £
M
+ (204 — 205 — 2007 — 20) fI' R + (—8as — 8aw) fu RM™) } (82)

Hence, we obtain the following system of equations

203 = 4as — 10ay

20&3 = ]_0(16 s
ag = ay — ag — 10ay | (83)
Qg = —QOg . (84)

whose solution, taking into account the value of the computed coefficients, is

(a3 =60 |ag=12| |ag=-2| [ay=2]. (85)

e The computation of ayq is more tedious and it is left for (A.3) where we get
Finally, we arrive at the known formulas for the first three heat kernel coefficients

wlf.D) = ()2 [ e g T (56)

wlf.D) = Gn) " [ @ i TSGR+ R) (87)

1 . .
a(f.D) = (4m) s /M d"x /g Try { f(GOE¥ + 60RE + 180E* + 12R+

+ 5R? + —2R/WR/W + QRMVPURMVPU + 309#'/9“”)} ) (88)

For our goal, we need to use (88) which is the coefficient providing the infinite part
of the determinant of the operator to one-loop order.
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4 Computation of the counterterms for the Einstein-
Hilbert action in first order formalism

Let us analyze the first order Einstein-Hilbert action, in which the metric and the con-
nection are independent and are expanded in a background field and a perturbation

Juv = guu + Kh;w )
rE = Te A

vp

(89)

where indices are raised with the background metric, and the quantities computed with
respect to this metric have a bar.

We also need the expansions for the inverse metric and the determinant, which are
9" =" — KW+ KRR + O(K%) | (90)
h h?  h,,h*
V= \/_{1+/<a + K2 (8—“7)}—1-0(/13). (91)
The expression (90) is straightforward and for (91) we use
1 1
det(g) = exp (§Trlng) = v/gexp <§Tr In(d7 + Iih?f)) =

1 1 1 2
= /gexp (§Tr(/<ahff — 5/{%%]}5)) = \/gexp (méhg — %hghﬁ) ~

= R K2 ars Koo 3
~ /g 1+§h—zhﬁha+§h + O(k°) , (92)

where we have used the Taylor expansion of In(1 + z) and e* for small z. To take into
account the one-loop effects it is enough to expand the action up to quadratic order in
the perturbations so that

_ 1 1 _ _
Sroen =~ —S) — Z_I#/dnx KhP V ’f]’ {égaﬁR - Raﬂ} +

v e lalg {op (509, - 89.) } b +

1 _ 1 = _
— d"x kKZhB\/ |g] {( Gopve — ngg@e> R — 5 gRye + Gary Rp }h +
1 1
~ 55 | oV {(5%9 5#5”) 5 ((sﬂvA . 5ﬁv
1 v T € (07 Q S€
~ 5.3 lg|g" Al {6 (575u5/’) 6%7(5 ) }A (93)

As we can saw in the introduction of the background has to obey the classical
equations of motion so that

55 68

5guu Juv=guv 6h;w hyuy=0

=0, (94)
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and thus, we can cancel the linear terms by imposing the background equations of motion

0S 1 _

6ha[—} heB—0 = égaﬂR - Raﬂ - O 9

0S _ _ _

- — n alatv a (B _ 5B A/\ — FHVY

22 g0 i i 5 (25,05 =0 ) =0,
(95)

so that we see that we recover Einstein’s equations and the fact that the background
connection is the Levi-Civitta connection.

After background field expansion then we can write the action as

S e A/ 1 a € ENT «
Sropn = _SO - /d Zz ‘g‘ {ih 5Maﬁ'yeh’y +h7 ]\/:/6 )'\31435—1—
1
+ 514:;6}(7: a)\ﬁAiﬁ} , (96)

where the operators mediating the interaction between the relevant fields are

T
Mopye = {g (GopGre — GarTpe — GaeGpy) R—

1 I - - I R I
- (gaBR”/e + gveRaﬂ - gcwRﬂe - gaeRﬁw - gﬁ’yRae - gﬂeRav)} )

4
N o= - 1(* g’ — 0267 — 6260) Vy—
7€ A 2k | 2 g T 0% T 00 ) VA
1 = il « v o v = as as a
- <g765fv — 0200V — 626NV, + G105 VP — 6705V, — 5§5Avv>} :
1 (1
Kr) = 2 {;l[éiﬁﬁaﬁ +0105g%7 — 6063 — 67659 — 670597 — 67035
+ oleege + 5357@@%} . (97)

Note that the arrow on N means that the operator acts on the right side and this
is important because if we want it to act on the left there is a minus due to integration
by parts.

We are interested in computing the path integral
% . n Q 1 e’ € 1 ent @ T €
eV = /DhDA exp {—z/d x \/|g| (So + §h ﬂMaﬁvehv + 3 <h'y N, /{BA;\CB — AgﬁN /\’Bﬂfeh7 )

1
S| (98)

—i-zay6

First we are performing the integral in A completing squares and performing the
general gaussian integral. For that, we can write the terms in the exponential as (we do
not write the indices for simplicity)

1 S | 1 1. - - - -
5th +hNA+ 5AKA = 5th + 5[hN + AK|K ' [-Nh+ KA] + 5hNK—lNh (99)
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We know that the measure DA of the path integral is translational invariant so that
we can compute the integral in A like a usual gaussian integral which yields (det K )_1/ 2,
Nevertheless, this determinant is finite and we can always ignore all the constant pieces
taking them as contributions to the Sy. Let us note that we are allowed to do this because
the operator K only contains background metrics and thus is finite and we can treat it as
a constant. So that after this we can write

- - 1
and finally the integration over A yields
mn 174 1 €
e Wg;w» /Dh €exp {__/d \% |g h'u (S/ + M, pvpo + 2Nuu /\(K )aﬁ ’YEN’YT pa’+
1 « - € g
+ ENpa f(K )aﬁ ’}/6N’Y’T uu) h” } . (101)

The last step is the integration over h that gives another determinant. In this case,
this determinant has an infinite part that will give us the counterterm we are looking for.
Therefore, we have

1 3 _
W[g,twv ] S/ [QW, pa] - §lOg det A[g#W F;\a] ) (102)

and as we said the counterterm will be given by the infinite part of the determinant
_ = 1 _ =
AS[Guw, F;\U] = —§log det A[gw,,l“l’o\g] . (103)

We can also write that the action in the first order formalism and to one loop as

SFOEH = —96 /dnl' vV ]g hij,uzzpo =

= —Sp+ /d” Vgl = h‘“’ D yvpe — 2M,p0) R, (104)
where
D/WPU = N,uu A (K )a,B ’y&N’y: po + N Uaf(K )aﬁ 'yeN’yTe [ (105)

e aﬁ

For this calculation we need the inverse of K¢ “’, which without gauge fixing is*

o {0702 005 + 0,07 o + 60705+ 0005751}

(KA - {

N B R S
- §5ﬁ 56)\9(17_5504 56)\9,87_55,3 57)\gae_§5a 'y/\gﬁe_

1 AST= AC T= AC T= Ae 7—
_ —n2 3012 {55 (56 Ja~y + 5@ 56 98~ + 55 57 Jac + 5(1 57 gﬂe} +
1 P 1 PO 1 P
— T _ T T ) 1
+2.gozegﬁ'yg + 290479669 n— 2904,39769 } ( 06)

4The inverse of the operator K is computed using the zAct package in Mathematica.
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Before continuing, one may ask why is it the case that we can invert the operator
K without fixing a gauge and thus not taking care the zero mode. To understand this,
we note that the gauge invariance is preserved for the whole action (96) and hence this
implies (omitting the indices)

0Srorn = hM 6h +0h NA+ hN 0A+ AK 6A=0. (107)
We know that A and A are independent fields and therefore we obtain two equations

MSh+NGSA = 0, (108)
SAN + K 6A = 0. (109)

As we can see in (109), the gauge invariance of the whole action does not imply that
K has a zero mode. It could be the case that both N and K have a zero mode, but in
this case it can be checked that when doing background gauge transformations, it is the
sum of both terms what cancels, and hence, we can invert K without introducing a gauge
fixing term.

Finally, multiplying the obtained result with the operator N we get

—_
—_

Dype = _(gupgw + GuoGvp — 2QMV§90)D + (guvvpvo + gpovuvu)

N |

- _(g,up?zzvcr + guavuvp + gl/pv,uvo + gvavy,vp)

—

— C0

- _(gupﬁaﬁu + guaﬁpﬁu + gupﬁoﬁu + gl/aﬁp?u) -
1

+ g (gupr + g/wRVp + ngRM + gvaRup) It (Rupw + vao) ) (110)

— C0

W

so that we have
SFOEH — _}5_'6 /dnl' \/ ’g h!’”j /"’VPU - QMNVPO') hpO' 9 (111)

where

1

o ZMAWPU = (gupgva + guagl/p o guvng)R + 5 (guVRpcr + ngRW) -

nvpo

(gupRW + g;wRVp + ngR/w + gvaRup)

__ 1 _ = e _ =

(gupguo + GuoGvp — 29uvgpa) _(guuvpvo - gpavuvl/>

+ =(05ViVo + 500V + 50V Vo + Go ViV ,)
V.V

oV + 0o VoV + 6,pVo Vi + GV, V) (112)

Y

Qi

=

S
<}

+

O = OO =i =D =] =

Moreover, as we saw in the introduction to the background field method, we want
to gauge fix the quantum gauge transformations but leave the background gauge transfor-
mations untouched. We can use this freedom to fix the gauge for the quantum fields in a
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way that simplifies the computation. In order to do that, we will introduce the following
gauge-fixing term

1 1
— a" J— GuX"x", 113
5 [ @ Vi auc (113
where the function characterizing the harmonic gauge is
_ 1_
X" =V, " — §V"h . (114)
Introducing that function in (113) and integrating by parts, we get an operator

mediating the interaction between two quantum fields h, which we can then add to (112)
to cancel some of its terms

1 1 = 1= _ 1-
= — [ d"¢ \G— g | Vah* — =V*h R — —V'h ) =
ng B / $\/§2€gu (V 2V ) (Vﬁ 2V )
1 N
= 3 / d'z /3 3 (— 2 00V NVo T30, ViVo 1+ 500V, + 000 VV,) +
1. - - 1. = 1. U
+ ngavuvu + Zg;vava ggm/gpcf >hp +
1 1 1 - = - = - = - =
+ 3 / &'z /G 2 h“”( =5 00V Vo + 80,V Vi 4 5V Vo + 8V, V)
1. = = 1. = = 1. .
+ ngovuvz/ + Zg;wvovp - gg,ul/gpolj) h? +
1 B 2
+ 5 d"z \/E % h ( + 4_1 (gupRl/J + g,uaRup + gupRuU + guaRup>
[ B, o
o 5 (Rupw + Rva) )hp ) (115)

where we use that the commutator of two covariant derivatives applied to h,g which has
the form

Vo, Vo0 = B2R%, ,, + kR, (116)
, 1.e. o o ) )
p,pVVVU = gupvavu + Rp,pl/a - gupRUV (117)
and with £ =1 we get
Sroen + Sgf = Sl /dn Vgl 5 hWAuupo . (118)

Finally, the operator whose infinite part gives us the counterterm takes the form

A,U,Vpcr = C,u,upch + Y;wpa ) (119)
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with

1 o o
Cuvps = _Z(gupgw + GuoGvp — GuwGpor)
cwre — gupgya+guagyp_ 2 g,uugpcr
n—2

1. o N R
Y;wpa = Z(gupgua + GuoGup — gul/gpo)R + 5 (ng'R,LLV + guVRpa)

1, - - - R 1, - _

T (gvoRup + GuoBup + Gup Ry + gupRW) ) (Ruw/ﬁ + Ruauﬁ) (120)

At this point, we can use the formula for the short time heat kernel coefficients
(88). We first have to identify the piece multiplying the second derivative terms and the
operator remaining. In this case the formula reads®

1 D, DY po B, DY D, 1 1~ 1 v
tras (z,z) = tr {% (2Rupe R*™P7 — 2R, R™ +5R*) I + 5Y2 + g BY + W W } :

(121)

We do not take into account the terms with LJE and LR because they vanish as
surface terms when we perform the integral that gives the counterterms ¢ (let us recall
that the counterterms are given by an integral).

The field strength is defined through

V., V,|h*P = WP heo (122)

po v

and with our conventions we have

[ﬁ,u’ @V]hoaﬁ — hﬁ)\Ra)\wj + ho&\Rﬁ/\wj : (123)
so that
af  __ 8 pa a pp
WPUW =0R o + 0 R o - (124)

In order to find the explicit value for the counterterms we need to compute the
traces of (121). To compute the trace of the identity we recall that in (119) the operator
Clvpo is the one multiplying the Laplacian it so that it plays the role of the metric and
therefore the trace of the identity is computed as the contraction between this operator
and its inverse. The other traces are taken by contracting the indices with the inverse of

5We were calling a4 to the coefficient but if we consider just the even ones and start from zero we
have as. Both names are used in the literature.
5The integral is not appearing here because we are taking about ax(z, D) (see (45)).
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the operator acting like the metric. This yields

1
tr I = Cuuaﬁcwjaﬁ _ n(”;‘ ) ,

—1)

trY = CMY,,.5 = —%R ,

_ _ 2_8 4 - _
try? = Yw,a,gC’aB“Y,yE,\TC’ATW = 3Ry poe R"P7 + %RWRW +
n —
3 _ 5 2 4 _
n n n* 4+ 8n + R
2(n —2)
tr W, WH = W;‘U@VC’W)‘TW)Y:WC%QB =—(n+ Q)RWWRW”U ) (125)

Using the expresion (121) for as and introducing the expressions for the traces we
arrive to

1 _ _
tras (z,x) %{ [n(n+ 1) — 30(n + 2) + 540] R, - R*77 +
2 8n+4 = =
+ {180% —n(n+1)| RuwR™ +
n —
n®—b5n*+8n+4 Sn(n+1) nn—1)7
180 — 60 R}
* { 2m—2) | 2 2 ]
(126)
and finally, in n = 4 dimensions, we obtain
T . 7 =
tras (z,2)|,_, = zRuR" + —=R*, (127)
" 6 12
where we use the well-known identity coming from the Gauss-Bonnet theorem
RWPJR“”M — 4]?/“,1?’“’ + R? = total derivative , (128)

which is true in only for four-dimensions.

The contribution coming from ghost loops is also needed. We wanted the gauge fixing
term to mantain the background invariance, under which the background g, transforms
as a metric and the fluctuation h,, as a tensor, but we also wanted to break the quantum
symmetry. We can do this with the explicit transformations

5g;w =0,
(shwj = 2?(,@”) + K ﬁghwj . (129)

The ghost Lagrangian is obtained performing a variation on the function x, char-
acterizing the harmonic gauge

B = Vbl + 25,50 = (99,6~ [9,.9,] €+ O(4)) -
= — (VG + Ruw) & + O(A) . (130)
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The terms leading to cubic operators in the fluctuations are irrelevant at one-loop.
Ghosts are quantum fields and hence the terms including a quantum field A do not
contribute to the ghost Lagrangian at this order. The Faddeev-Poppov determinant then
reads 5

Xv =9 7
5. = det(=V?gu — Ru) - (131)

m

det

We take as the ghost action

Sen = 5 / d"z f Ve (-0g" —R™)V, . (132)

The relevant ghostly traces for the computation can be computed as before, obtain-
ing
trl = C"C, =n,
Gy = OV, —R,

Y7 = Y CMYasO = R R
tr W, W = —R,,R*"" (133)
where by (132)
Cm/ = _guua
Yiw = —Ru . (134)

Hence, the heat kernel coefficient coming from the ghost loops is

trad (z,2) =

360 [(2n — 30) R,upo R**° — (2n — 180) R, R + (5n 4+ 60)R*] . (135)

This yields in n = 4 dimensions

_ 17 _
= lRWR“"Jr—?RQ (136)

tr ad"
ray (z)| 30 60

where we have again used (128). Adding the two pieces (127) and (136), the one-loop
counterterm is obtained

1 1
ASropn = 1672 —4 |g| (tra2 (ZL‘,CL’) - Qtragh (:L‘,CL’)) -
1 1 7T - _
g dn A v e 2 . 1
orin—1) T* VIl (10R“ R 60R > (137)

The ghost coefficient carries a different sign because of its fermionic character and
a factor of two because they are imaginary fields.

The result obtained by 't Hooft and Veltman [2] is

— 2 2
ASsoen 167T2 / z /|9l <10 R R +60R) (138)
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therefore we see that
ASFOEH - ASSOEH (139)

To end with this section, we can see that when imposing the background equations
of motion (95) the counterterm cancels so that we have

AS posn =0 . (140)

As expected, pure gravity is finite at one-loop order.

5 Conclusions

In this work we have computed the one-loop counterterms for the Einstein-Hilbert action
in first order formalism using the backgound field technique and the heat kernel method.
The computations have been carried out with the same field parametrizations and the
same gauge fixing that 't Hooft and Veltmann used in their second order calculation. The
result obtained for the counterterms matches exactly their result in [2]. Again, we recover
the result that pure gravity is finite on-shell at one-loop.

First order and second order formalisms are known to be equivalent at tree level, as
found by Palatini in 1919. Nevertheless, there is no reason to think that this equivalence
must hold at the quantum level. Some research has been done on the on-shell equivalence
of both formalisms [15, 16]. Still, there is no proof that the counterterms must coincide
off-shell in first order and second order computations. From our result we can conclude
that when using the same parametrizations and gauge fixing, the first and second order
formalisms are equivalent for the Einstein Hilbert action to one-loop order, even off-shell.

Moreover, we have seen that the heat kernel technique has turned out to be very
useful to shorten the computation, as we have been able to extract the counterterm by
computing just one coefficient of the small proper time expansion of the heat kernel, with
no need to focus on the different divergent diagrams of the theory.

To conclude, this is not the end of the road. Future work is going on regarding the
study of quadratic theories in first order formalism. In this theories the extraction of the
one-loop counterterms can only be handled with the help of heat kernel type techniques,
so that this work is the first step in further work on this type of computations.
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A Heat Kernel coefficients’ computation

A.1 Variational equations for the heat kernel

In this appendix we derive the variational equations (56), (57) and (58). Starting with
(56) we can write

d

de

Tr(exp(—e ™2 tD)) = Tr(2ftD Py = —2¢ %Tr(f e —tD)) (141)
e=0

and taking the trace in both sides using (44) we get

d
& B Z t(kfn)/2ak(1, efZGfD) - 9 (/f . n)/2 Zt(kfn)/Qflak(f’ D) _
k>0 £>0
= (k) S a(f D) (142)
£>0
so that for each k& we have
d —2¢f
7 6:Oak(l,e D)= (n—k)ax(f,D)|. (143)
For (57) we can write
d —t(D—cF) (—tD)
o 6:OTr(e )=Tr(tF e ) (144)

and again taking the trace in both sides we get

d
- _OZt(k_”)/Qak(l,D—eF) = Y P (F D) =
k>0 k>0
= > ¥ (R D), (145)
k'>0

so that we can call ¥’ = k again and then for each k, obtaining

d

e ap(1,D —€eF) = ap_o(F,D)| . (146)
€

e=0

For the last one (58) we consider D(e,d) = e 2¢/(D — §F). Next, using (56) with
n = k we have

d
2l an(1,D(€,0) =0, (147)
so that introducing the variation over ¢ and using (57) in the second step
d d d
= -0 — 2(1, D(e,6)) = — _ *ZGfF *QEfD 14
de ezodé‘ézoa (1, D(e,9)) de oo™ 2(e '€ ) (148)
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A.2 Local scale transformation for the heat kernel

In this appendix we want to focus on the relations obtained when permorming local scale
transformations (77). First of all, in order to see how the required quantities transform,
we recall the definiton of £ and w;

1
ws = 5%5(@” +9"T, Iy) ,
E = b—g"(0uw, +ww, —wely,) . (149)

Using the transformations of (65) we get
f?jl = T3 + 0" fye + 07" fae — [ gije

1
Ws = ws + =(n — 2) fis€

2
N 1
E=e2E e 2 g (5(2 —n) fou€+ 0(62)> ,
E? = e (B* + (n— 2)efl + O(e?)) . (150)

The terms with €2 do not contribute when taking the derivative with respect to e
and evaluating it at € = 0, so that”

d| - 1
- - _ i g0

| E=-2Et -2,

I B 4B (- 2B (151)
de le=0 it

We can also compute the transformations for the Riemann and Ricci tensors and
for the Ricci scalar

}:%Mupa = eQif (gMJGf;Vp + gypéf;,w - gygef;up — gupef;yg) ,
Ryy = gﬂpR'“Vp” = Ryo — (n - Q)Gf;uo - €guof;;5 )
R=g""Ryp=e (R=2(n—1)ef}i) , (152)

so that the invariants formed with the contractions of two Ricci and Riemann tensors
transform as

R,u,upaRMVpa = Ruupaéaﬁwdguagyﬁgpvgaé = 6_4€f (R,ul/polepU - 8f;uVRMV + 0(62)) )
RyoR = R,oR,pg"§7" = ¢ 'Y (R R = 2(n = 2)ef,e R = 2R[Y + O(e))
R? = e (R* —4(n — 1)efil' R+ O(€%)) . (153)

"Note that we are using flat indices so that sumation is on repeated indices.
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This implies,

% EZOR = —2fR—2(n—1)fi"

% e:@RZ = —AfR*—4(n—1)fIR

% e:oRWRW — —4fRWRuV _ Qf;;l;;R _ 2(n o 2)f;,“,R“" ’
%  Ruype R = —Af Ry R = 81,0, R

(154)

The rest of transformations regarding the product of £ and R and their derivatives
are computed similarly. Finally, for the field strength tensor we have

Q= — P = Q00,557 =e 202
d -
—| Q% = —4f0%. 155
dE e=0 f ( )

A.3 Computation of aqq

Here we compute a explicitly. To do that, we are using the heat kernel of M = R"™ with
flat metric. Using the basis of the normalized plane waves we can write

K(f;t) = Trz(fexp(—tD)) = /d"m/ (;i:_])fn e—ikffTrv {f(l’) eXp(—tD)eikx} _

m d"k o kP 2
— /d x/WTrv{f(x)exp(t [(V* +ik")* + E])} . (156)

For the computation we need the following integrals

/ kg1
(2m)" (4tm)V?

ke 1 1
me R = s g™
/(ZW) (4¢7)"? 2t
ke 11
KRV EPRS = ———— (g""¢"° He gt HTgVPy . 157
/(zﬂ)ne PPRCENT: (9" 9" + g""g"" + " g"") (157)

So what we do now is to isolate exp(—tk?) in (156) and expand the rest of the
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exponential in a power series of £, giving

n d"k —tk? 2
K(f:t) = /dx/(%)ne Try {f(z) [1 + t(V* + E)

t2 t2
- 54(W)2 +3 (V2V? + V2E + EV? + E?)

_ 4%3 (kV)’E + E(kV)? + (kV)E(kV))
- 4%3 ((BV)'V? + V2(kV)" + (kV)V2(kV))

+ %(W)“ + H . (158)

Using the integrals (157) we obtain

1 t?
K(f;t) = —Q/dnx Try {f(x) {1 +tE+ — (V?V? + V’E + EV? + E?)
(4mt)™ 2
t2 t2
-3 (V’E + EV? 4+ V'EV,) — 3 (2V?V? + VIV?V )
t2
t 5 (VHV'V,V, + V°V? + VFV?Y,) + O(tS)] } : (159)

Ignoring the surface terms and combining the derivatives terms into a commutator
which is by definition the field strength Q,, we get

1

KU = o /d”x Tr, {f(x) {1 B4 £ (%EQ + éEj;j + 1—12S2WQ“”> + O(t?’)} } |
(160)

From this equation we obtain that and also a crosscheck for other coeffi-
cients such as «g, ay, az and as.
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