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CHAPTER 1

Introduction

SECTION: 1.1

Surface science

The growth and re�nement of new technologies demands each day a better knowledge of how atoms and

molecules interact on di�erent material surfaces. Some particular applications in which surface science plays

a major role are, among others, the heterogeneous catalysis, fundamental for most of the usual industrial

synthetic processes[ 1�3]; the development of new surface characterization techniques, as the recent discovery

of fast atom di�raction at grazing angle[ 4]; the simulation of corrosion processes; the development of new

hydrogen containers [ 5;6]; or the simulation of self-organization processes on particular surfaces [ 7], interesting

for the improvement of nano-electronic devices. These examples can give us an idea of the richness that

can be extracted from surface science in order to make easier our diary life. But probably, despite the

wide range of open branches that have been favored in the recent years, heterogeneous catalysis is the

most known and recognized area in which this science is contributing. In fact, one of the achievements

recognized by the 2007 Nobel Prize in Chemistry, awarded to Gerhard Ertl, was the detailed description of

the sequence of elementary reactions that takes place during the Haber process[ 8], fundamental for low cost

ammonia production, in which molecule-surface interactions plays a major role. Therefore, we will focus on

heterogeneous catalysis.

Heterogeneous catalysis is really interesting to the majority of industrial chemical processes. Most of the

products that are massively synthesized are liquids or gases so that the use of a solid catalyst is convenient

(easy to separate and re-use). In fact, the 90% of chemical manufacturing processes employ solid catalysts[ 9]

at least in one of their production steps. Some common examples are, among others: the NH3 synthesis from

nitrogen and hydrogen molecules (Haber process), which is a key product to the production of fertilizers;

methanol synthesis from CO and H2, used as a solvent; ethylene oxidation, interesting to antifreeze industry;

hydrogenation of vegetable oils to produce margarine; or nitric acid synthesis from NH3 oxidation. In general,

the vast majority of solid catalyst are based on metals (Pd, Pt, Cu, Au, ...) or metal-oxides (MgO, ...),

1



2 CHAPTER 1. INTRODUCTION

thus, we can �nd a large amount of studies focused in these kind of surfaces in the literature.

In a typical heterogeneous catalysis scheme, chemical reactions take place on the solid catalyst surface,

where the well-ordered bulk structure is truncated. The interaction of a molecule with this semi-in�nite

surface is more complex than the usual molecule-molecule interaction in a pure gas phase framework. There

is a large number of physical conditions that can in�uence the reaction path, for instance, the surface tem-

perature (molecule-phonon interaction), electron-hole pair excitations, the presence of impurities adsorbed

on the surface (di�cult to control experimentally), the presence of local defects, the surface coverage, the

energy available to the impinging molecule (energy exchange between molecular degrees of freedom), etc.

Thus, it is needed a dynamical approach to catch the essential physics of the problem. Despite the great

computational power available for theoretical calculations, a �complete� quantum modelling of the dynam-

ics of gas/surface interactions at experimental conditions cannot be achieved in most cases and several

approximations have to be taken.

In order to achieve reliable conclusions in surface science, we need both theoretical and experimental

information. From the point of view of a theorist, it is di�cult to obtain accurate results without any

previous knowledge of the system that it is being simulated, specially if the surface structure is not known.

Calculations in surface science are usually time-consuming and a lot of ideal approximations should be

taken. Hence, comparison with experiment always helps surface scientists to sharpen the theoretical tools

available in order to get a good compromise between accuracy and time expense. From the point of view of

an experimentalist, it is di�cult to know what is happening at the atomic scale level without any theoretical

guidance. Sometimes experimental models are too simplistic and theoretical treatments can provide a good

way to improve future measurements. As a result, surface science is a perfect environment to theory-

experiment collaboration.

SECTION: 1.2

Molecules interaction with surfaces

In this section, we focus on the interaction of diatomic molecules with a frozen metal surface. A good

qualitative knowledge of this, in principle, simple system is necessary to understand the basic physics that

underlies more complex processes on metal surfaces. We can divide molecule-surface processes in three big

groups:

I) Molecular adsorption: a molecule coming from the vacuum transfers its momentum to the lattice,

such that it equilibrates with the surface and is stuck on it. There are three possible mechanisms for

a diatomic molecule to be stuck on a surface:

1. Dissociative chemisorption mechanism (Fig. 1.2.1): the impinging molecule relaxes its internal bond

as it approaches to the surface due to the individual atom-surface interaction. Finally, the bond is

broken and the individual atoms are adsorbed on the surface.

2. Molecule-surface adsorption mechanism (Fig. 1.2.2): the impinging molecule coming from the vacuum

is chemisorbed or physisorbed on the surface, but remains intact.
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3. Abstraction mechanism (Fig. 1.2.3): similar to the previous mechanism but only one atom remain on

the surface. The other atom is scattered back to the vacuum.

Figure 1.2.1: Dissociative chemisorption mechanism.

Figure 1.2.2: Molecule-surface adsorption mechanism.

Figure 1.2.3: Abstraction mechanism.

II) Molecular desorption: it is the opposite process of molecular adsoption, i.e. a molecule/atom already

adsorbed on the surface is released to the vacuum. There are three possible mechanisms:

1. Langmuir-Hinshelwood mechanism: atoms/molecules already adsorbed and thermally equilibrated

with the surface spend a time traveling on the surface and later collide in such a way that a new

molecule is generated and scattered back to the vacuum. Reverse process of dissociative chemisorp-

tion mechanism.

2. Eley-Rideal mechanism: an atom coming from the vacuum collide with an atom adsorbed on the

surface. An inmediate reaction takes place and a molecule (the product) is scattered back to the

vacuum. Reverse process of abstraction mechanism.

3. Hot-atom mechanism: an atom adsorbed on the surface in equilibrium with it reacts with another

atom that has recently arrived from the gas phase (not equilibrated yet).

Experimental data regarding reaction probabilities are usually measured from molecular desorption processes

assuming detailed balance, which means that at equilibrium, molecular desorption and adsorption rates

should be equal (they are microreversible processes). This way, the properties of reacting molecules can be

measured closer to the reaction barrier.
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III) Molecular scattering: a molecule coming from the vacuum is re�ected by the repulsive force gener-

ated by the surface at short distances (Fig. 1.2.4). During this process, molecular degrees of freedom

(DOFs) can exchange energy between them or with the surface. Thus, the �nal state of the molecule,

can change respect to the initial one. In a frozen surface scheme, the energy exchange can be only

produced via molecular DOFs coupling favored by the surface or electron-hole pair excitations if we

take into account non-adiabatic processes. There are four types of scattering for diatomic molecules:

1. Elastic scattering: there is not any transfer of energy. The initial and the �nal vibrational and

rotational quantum states are equal.

2. Vibrationally inelastic scattering: only the vibrational quantum state changes with respect to the

initial one.

3. Rotationally inelastic scattering: only the �nal rotational quantum state changes with respect to the

initial one.

4. Di�raction: when a molecule is scattered from a periodic surface, the projectile parallele momentum

to the surface plane can only change by discrete amounts. Di�raction is observed whenever the

wavelength associated to the particle is of the order of the surface inter-atomic distance. This is a

well-known quantum e�ect that makes the angular distribution of a molecular beam scattered from

the surface to present a discrete peaks distribution.

|n', m', v' , J' >

Figure 1.2.4: A general scattering scheme. (v) is the vibrational quantum number, (J) the rotational quantum
number, and (n,m) the di�raction numbers.

�� ��1.2.1 �

Activated and non-activated systems

We can think in a dissociative reaction mechanism similarly to a simple gas phase reaction in which there is

a reaction path that connects the reactants (isolated molecule) with the products (adsorbed atoms) going

through a reaction barrier that dominates the kinetics of the process. With this simplistic picture in mind,

we can understand the two basic dissociation (re�ection) probability pro�les (plotted as a function of the

incidence energy) that a molecule-surface system can present:

I) Activated systems: the dissociation (re�ection) probability increases (decreases) monotonically with

the incidence energy and it is close to zero (one) for very low energies. This systems are characterized

by an early barrier (close to the reactants zone) or a late barrier (close to the products zone, closer to

the surface) that cannot be overcome until the available energy of the impinging molecule is su�ciently

high. A molecule that encounters a too high reaction barrier in its path toward the surface is re�ected

to the vacuum. Of course, if the molecules are light, tunneling e�ects can contribute to high the
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reaction probabilities at low incidence energies. Some examples of activated systems are H2/Cu[ 10],

H2/Ag(111)[ 11], D2/Ag(100)[ 12] or H2/Ni(111)[ 13].

II) Non-activated systems: the dissociation (re�ection) probability presents a non-monotonous behavior

as a function of the incidence energy. First, the reaction probability (re�ection) decreases (increases)

with the incidence energy, but later, a minimum (maximum) value is reached after which the reaction

(re�ection) probability increases (decreases) with the incidence energy. In this kind of systems, there

are reactive channels that do not present a reaction barrier. Thus, the reaction probability at low

incidence energy is not close to zero but to one. The are several mechanism that have been proposed

to explain the shape of the reaction probability as a function of Ei: the steering e�ect or the dynamic

trapping combined with direct dissociation.

1. Steering e�ect [ 14]: at low incidence energy, the impinging molecule has such a slow velocity that

it has time to orient and travel across barrierless paths of the potential energy surface (if we keep

the adiabatic picture in mind). When the molecular translational energy increases, the molecule

orientation decrease (less time to rotate) and the reaction probability is lowered. At high incidence

energy, activated channels can also be overcome enhancing reactivity again.

2. Dynamic trapping and direct dissociation: dynamic trapping is a process in which an impinging

molecule/atom rebound several times on the surface (do not need to exchange energy with the surface)

so that it looses its initial incidence angle �memory�. This e�ect is only e�cient at low energies and

can be followed by a dissociative adsorption reaction. Molecules that react in this way give rise to

the concept of indirect reaction which scales with the total incidence energy and not with the normal

energy like the direct dissociation (the reaction takes place just after the molecule collides with the

surface). Both types of reactions occurs in a non-activated system. It have been shown that the com-

petition between them can explain the non monotonous reaction probability pro�le of non-activated

systems, such as, for example, H2/Pd(111)[ 15].

Some examples of non-activated systems are: H2/Pd(100)[ 16], H2/Pd(110)[ 17], H2/Pd(111)[ 18], H2/W(100)[ 19]

or H2/Ni(110) and H2/Ni(100)[ 20].

SECTION: 1.3

H2/D2+ metal surface system: background

The simplicity of H2/metal system, makes it a perfect prototype to study gas/metal surface interactions.

It has been treated in a wide number of either experimental or theoretical investigations. Theoretically,

H2/metal is one of the most simple models that a surface scientist can think about. The reason of this is

twofold:

� Theoretical and experimental work has shown that phonons do not a�ect the reaction in a major way.

Also, it is usually assumed that electron-hole pair excitations do not a�ect the reaction essentially. This

means that the reaction process can be treated in the static surface Born-Oppenheimer approximation

framework (see section 2.1).

� We can treat its molecular DOFs (nuclear and electronic) quantum mechanically with essentially no

approximations because hydrogen atoms are light.
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�� ��1.3.1 �

Theoretical background

The �rst quantum calculations simulating the dynamics of dissociative adsorption on a molecule-surface

system, were carried out for the non-activated system H2/Ni(100)[ 21]. Due to the high computational cost

involved, it was only taken into account two dimensions, namely, the interatomic (r) and the molecule-surface

(z) distance. Later, a similar study was carried out for the H2/Cu(100) system[ 22].

Figure 1.3.1: Hydrogen molecular degrees of freedom.

With the improvement of available computational power and re�nement of theory, further better low

dimensional treatments were published years later. In the case of three-dimensional studies, we can �nd,

for example, those made for the H2/Ni(100)[ 23], H2(D2)/Ni(100)[ 24] and H2/Cu[ 25;26] systems taking into

account (z), (r) and the rotational polar angle (θ) DOFs; and those made for H2/Cu(111) and H2/Pd(100)[ 27]

including the minimun energy path (s), (r) and the translational movement projected on the (x) direction,

de�ned as the line that links the �rst neighbors in the surface. In the case of four-dimensional studies, we

can highlight, among others, those made for the H2/Cu system studying the dependence of the dynamics

for di�erent sets of DOFs like (r, z, θ, φ)[ 28;29] or (r, z, x, y)[ 30], being (φ) the molecular azimuthal angle and

(y) the direction perpendicular to (x).

The �rst quantum studies that included all the molecular DOFs, i.e. 6D calculations, were carried out

by Groÿ et al.[ 14] in order to study the non-activated system H2/Pd(100). In the case of activated systems,

the �rst 6D quantum calculations were done for H2/Cu(111)[ 31] and H2/Cu(100)[ 32;33]. In these studies, it

was found that reaction barriers can depend strongly on the impact site (it can vary in 0.90 eV) and also

on the orientation of the impinging molecules respect to the surface (reaction of only nearly helicopter-like

impinging molecules, hindered orientations, etc.). An exhaustive compilation of the �ndings achieved by

these studies is given in Refs. [34]. The main idea that high dimensional simulations give rise is that all the

molecular DOFs can a�ect strongly the dynamics of molecule-surface systems. They cannot be neglected

or averaged if we want to model accurately the reaction barriers that molecules encounter in their pathway

upon the surface. This is not possible for heavier molecules as O2, CO or NO where quantum calculations

are more complicated (e. g. more electronic DOFs, stronger molecule-phonon interaction, etc.) and time

demanding. To treat them, it is promising the use of classical dynamics.
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Classical and quasi-classical (classical + ZPE1) calculations were applied for molecule-surface problems

in the later '90s. We can �n in the literature comparative studies between classical and quantum results

that, in general, yield to reasonable agreements. In order to cite some of them, we can remark those done for

H2/Cu(111), H2/Cu(110), H2/Ni(111) and H2/Ni(110) systems by Engdahl et al.[ 34;35] and for H2/Pd(100)

system by Groÿ et al.[ 36]. From the literature, it is also clear that pure classical dynamics suits better for

non-activated systems whereas quasi classical calculations reproduce better activated systems, where the

available ZPE is crucial for a correct description of the reactivity. Nevertheless, both approximations can

be explicitly corrected to treat any system[ 37].

�� ��1.3.2 �

Experimental background

H2/Cu system has been experimentally the �rst and most studied system in surface science. There has

been a vast amount of experimental studies of H2 interacting with metal surfaces, therefore only a few

experiments will be mentioned in this section. Later, in section 1.4 we will discuss some experiments that

give evidences of the failure of the adiabatic approach, which is the main topic of the present work. Now,

we will only focus on a general classi�cation of experimental methodologies. More information about the

study of H2 interacting with metal surfaces is provided in Ref. [38].

We can classify experimental methodologies into two big groups:

I) Molecular beam di�raction: in this kind of experiments, a molecular beam collides with a surface and

is partially re�ected. There are several parameters that can be selected for the initial conditions, e.g.

the incidence angle, the incidence energy or the rovibrational quantum state population. There are

several techniques to analyze the outcoming beams. The commonest ones are the angular distribution

and the time-of-�ight (TOF[ 39]) measurements, which allow us to calculate the molecules translational

energy variation; and the REMPI2 technique, which is used to determine the rovibrational state of

the outcoming molecules. Usually, this methodology is applied for activated systems because, oth-

erwise, in non-activated systems, the dissociative reaction probability is so high that it is di�cult

to detect the scattered molecules. Some examples of experimental studies for activated systems are:

H2/Cu(100)[ 40], D2/Cu(111)[ 41;42] or HD/Ag(111)[ 43]. In the case of non-activated systems we can

highlight: D2/Rh(110)[ 44] or H2/Pd(111)[ 45] among other studies.

In these experiments, it is obtained relative intensity peaks. The detectors measure the rate of

molecules that are arriving per unit time. In order to compare with theoretical results, it is nec-

essary to calculate the absolute probabilities. A way to do that is calculating the total re�ectivity as:

RG =

∑
Ji, Jf

I
Ji, Jf
G

Ii
(1.3.1)

where Ii is the incident beam intensity and I
Ji, Jf
G the intensity of each individual di�raction peak.

With similar expressions, we can calculate absolute probabilities for the individual peaks.

The development of new experimental selective techniques as the stimulated Raman pumping (SRP,

do not confuse it with the speci�c reaction parameter approximation that will be mentioned later

in chapter 2) combined with the REMPI, has allowed surface scientists to carry out state-to-state

1Zero point energy.
2Resonance enhanced multiphoton ionization.
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resolved scattering experiments. The former technique was designed to overpopulate speci�c rovi-

brational quantum states in the incident molecular beam, whereas with the latter we can measure

the rovibrational channels in the outcoming one. As a result, it is possible to obtain experimental

data about vibrational and rotational inelastic processes for an speci�c quantum state of the incident

molecules. In this kind of experiments, TOF measurements are needed. Some interesting results that

have been obtained applying these techniques in di�erent systems are, among others:

� The rotational excitation for HD molecules is higher than for H2 molecules.

� There is an important energy transfer from vibration to rotation in the H2/Pd(111) system.

� The existence of an isotope e�ect in the H2(D2)/Cu(111) vibrational deexcitation probabilities.

This will be discussed in sections 1.5 and 1.6, because it is important for the purpose of this work.

II) Adsoption (desorption) experiments: this kind of experiments can be divided also into two groups:

1. Molecular beam techniques: similar to molecular beam di�raction methods but focused on the mea-

surement of sticking coe�cients. One way to obtain the desired observables is to study the relation of

the incident and outcoming beam intensities[ 46]. Another option is to study the number of molecules

deposited on the surface (coverage index). In the latter experiments, the temperature programmed

desorption (TPD) method[ 47] or the King and Wells technique[ 48] are used. There are a lot of systems

in which theses techniques have been applied, and interesting results were obtained but we will only

focus in those where the H2/Cu system was involved:

� Measurements of sticking coe�cients in H2/Cu(111), Cu(100) and Cu(310) systems[ 49] as a func-

tion of the incidence angle θi showed that the dissociative adsorption in these systems depends

only on the normal incidence energy (lack of corrugation).

� It was �rst found that the dissociative adsorption probability in H2/Cu(110)[ 50] system increases

with the vibrational energy available for the impinging molecules.

� For the H2Cu/(111)[ 51] system, it was shown that the dissociation probability decreases when

the initial rotational quantum number (Ji) increases for low values of Ji (Ji ≤ 6). However, if

Ji > 6, dissociation probability increases with Ji. The same e�ect was found in H2/Pd(111)[ 45]

system for Ji ≤ 4.

2. Permeation method [ 52]: in this method, molecules are injected to one face of the sample plate (typically

with a thickness between 0.5 and 1.0 mm). On this plate, molecules dissociate and go through the

opposite face, where they react and form new molecules. These molecules are then scattered back

to the vacuum. The plate where the molecules are injected is maintained at 1000 K and 1 bar of

pressure. The main idea underlying this apparatus is the microreversibility principle, which connects

the associative desorption with the opposite phenomenon, the dissociative adsorption. Some systems

in which this method have been applied successfully are H2/Cu(110) and H2/Cu(111)[ 53;54].
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SECTION: 1.4

Failure of the adiabatic approximation

The existence of electronic excitations during the interaction of diatomic molecules with surfaces cannot be

negated. Experimental studies carried out in the last four decades, have succeed to detect an increasing

quantity of molecule-surface phenomena that cannot be simulated within the adiabatic approximation (see

section 2.1). These studies have provided a great source of detailed information to contrast state-of-the-art

theoretical treatments and to reopen the main question of whether the Born-Oppenheimer approximation

(BOA) can accurately describe gas-surface reactions or not.

The BOA is usually the main approximation in theoretical chemistry. However, there are good reasons

to think that breakdowns of the BOA will be even more probable in chemical processes taking place on

metal surfaces than in a pure gas phase scheme:

1. Surfaces can stabilize polarizable excited electronic states so that they get closer to the ground state,

increasing the probability of electronic transitions. This e�ect if stronger in charged molecules.

2. Low work function metals have their surface electrons attached weakly compared to the common value

of molecular and atomic ionization potentials.

3. Electronic states forming the conduction band of the metal are not separated energetically. They form

a continuum of states which provides an e�ective mechanism for energy exchange with molecular DOF.

4. Large-amplitude vibrational motion of reacting molecules approaching to a reaction barrier can yield

to severe electronic reorganization processes. For the same reason, high vibrationally excited molecules

are expected to interact non-adiabatically with surfaces.

The �rst evidence of the BOA breakdown for adsorbates at metal surfaces was found in the comparative study

of the infrared spectra of isolated and adsorbed CO molecules. It was discovered that the C-O stretching

mode signal broadens due to the coupling of M-CO bond (where M is a metal) and C-O motion. The

mechanism involved is well-known[ 55;56]: there is a charge transfer from the metal to the CO π∗ antibonding

orbital (backbonding) that increases the amplitude of the C-O motion (the bond is weaken). More recent

evidences of BOA breakdown can be found in NO/Ag(111) scattering experiments[ 57;58]. In this studies,

vibrational de-excitation probabilities NO(v=2→1) were measured. The results showed a strong dependence

of vibrational de-excitation on the incidence energy which is a behavior typically related with an energy

exchange between the molecular vibration and the electronic DOF of the surface[ 59;60]. There have been

also measurements of chemicurrents and creation of hot electrons during the chemisorption of atoms and

molecules on metal �lms surfaces[ 61�63].

The adsorption of O2 on Al (111)[ 64] and Ag(100)[ 65] is a conspicuous example of failure of the BOA.

Adiabatic calculations[ 66] predict a barrierless dissociative reaction process while in the experiment it is found

a reaction probability pro�le typical for an activated system. However, in the same reference, qualitative

agreement with the sticking curve is reached with classical dynamics forcing the impinging O2 molecules to

remain their excited spin-triplet state. Theoretical calculations[ 67;68] have been also able to mimic multi-

quantum vibrational relaxation of NO molecules scattered from Au(111) with electron hoping methods.

More recently, low dimensional calculations performed in Ref. [69] suggest that electronic friction models

can reproduce most of the results obtained in this kind of experiments.
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So far, we have discussed some representative molecule-surface systems in which it is known how the

non-adiabatic interaction rise. However, electron-hole (e-h) pair excitations are still controversial for closed-

shell molecules, which are initially in their ground state. In the case of N2/Ru(0001) system[ 70], low-

dimensional non-adiabatic dynamics based on friction coe�cient methods (see sec. 2.4) suggests that the

huge discrepancies between low-dimensional adiabatic calculations and the experiment were mostly due to e-

h pair excitations. But, 6D adiabatic calculations[ 71] have shown that most of the discrepancy found between

theoretical and experimental results in this system vanishes when all the molecular DOFs are included in

the simulation. In fact, six dimensional simulations within the BOA have succeed mimicking H2/Pt(111)[ 72]

non-reactive scattering and N2/W(110)[ 73] rotational state distribution in scattering experiments. High-

dimensional DFT-LDA3 based calculations including non-adiabatic e�ects via friction coe�cients have also

shown that e-h pair excitations do not play a major role in the dynamics of H2/Cu(110) and N2/W[ 74]

dissociative adsorption or in the scattering of N2 on W(110) and N from Ag(111)[ 75].

SECTION: 1.5

Master thesis motivation: objectives

Adiabatic simulation of H2 interacting with copper surfaces have shown to be in good agreement with

experiment[ 31;40;76�79]. In fact, in Refs. [78;79] a new DFT exchange-correlation functional was developed

and adapted to H2/Cu(111) system within the BOSS4 approximation that yielded to quantitative agreement

with a wide variety of experiments (e.g. dependence of reaction on incidence energy and rovibrational initial

state or rotationally inelastic scattering). Despite this agreement, it has been suggested[ 80] that e-h pair

excitation could play a major role in H2/Cu(100)[ 40] and D2/Cu(100)[ 41] vibrationally inelastic scattering

process, where experimental evidence of isotope e�ects have been found. Theoretical results obtained by a

low dimensional non-adiabatic calculation using friction coe�cients[ 80], similar to the one used in Ref. [70]

for N2/Ru(0001) system, seems to support that idea. However, as we have seen in the previous section, there

are good reasons to think that a 6D adiabatic treatment could be enough to reproduce the experimental

�ndings.

The main goal of this work is to elucidate if six dimensional quasi-classical dynamics within the BOSS

approximation scheme can give an explanation of the isotope e�ect found in Refs. [40;41]. In order to

achieve this aim, we will use in our calculations three di�erent potential energy surfaces[ 78;79] obtained by

DFT-GGA5 ab initio calculations for the H2(D2)/Cu(111) system. We will carry out also 6D non-adiabatic

friction based calculations. From the comparison of both approaches we will be able to estimate the impact

of electron-hole pair excitation on the dynamics of H2(D2)/Cu(111) system.

This work is organized in the following two chapters:

� Chapter 2 - Theory: in this chapter, we will show the theoretical tools that we have used in

our calculations. First, we will describe the implications of the Born-Oppenheimer static surface

approximation. Later, we will explain roughly how the potential energy surfaces were obtained. Finally,

we will present a discussion on adiabatic dynamics methods (quasi-classical and quantum mechanical)

and non-adiabatic dynamics based on the local friction approximation.

3Density functional theory - local density approximation.
4Born-Oppenheimer static surface
5Density functional theory - generalized gradient approximation.
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� Chapter 3 - Results: in this chapter, we will show all our results organized into 5 di�erent sec-

tions. The �rst two sections are dedicated to introduce the reader to the isotopic e�ect found in the

experiments for H2/Cu(100)[ 40] and D2/Cu(100)[ 41] systems and the low-dimensional non-adiabatic

dynamics results obtained by Luntz et al.[ 80]. The next two section are dedicated to the exposition of

our theoretical results. The last section contains a brief summary of the conclusions obtained.
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CHAPTER 2

Theory

The scattering of molecular hydrogen from a crystal surface is, in principle, one of the simplest molecule-

surface problems that a surface scientist can face. However, deriving ab initio theoretical treatments that

yield to an accurate dynamical description of this system is not a trivial task at all. In this chapter, we will

provide a discussion of the theoretical methods and approximations that have been made in this work.

SECTION: 2.1

Born-Oppenheimer static-surface (BOSS) approximation

The Born-Oppenheimer approximation (BOA) assumes that electrons move much faster than nuclei (due to

the mass missmatch), and therefore, that electrons can adapt instantaneously to a di�erential movement of

the nuclei, i.e. electrons follow the motion of the nuclei adiabatically.

Let us consider a system of N nuclei described by generalized spatial coordinates Q = (Q1, Q2, ... ,QN )

and conjugated momenta P = (P 1, P 2, ... ,PN ); and Ne electrons described by generalized spatial co-

ordinates q = (q1, q2, ... , qNe) and conjugated momenta p = (p1, p2, ... ,pNe), where Qi, P i ∈ R3 and

qi, pi ∈ R3. The non-relativistic and non-magnetic Hamiltonian that describes the physics of the problem

takes the form:

H(Q,P , q,p) = Tn(P ) + Te(p) + Vn−e(Q, q) + Ve−e(q) + Vn−n(Q) (2.1.1)

where Tn , Te are the kinetical energy terms for the nuclei and electrons respectively, and Vn−e, Vn−n, Ve−e
are the coulomb interaction terms nuclei-electrons, nuclei-nuclei and electrons-electrons respectively. As the

Hamiltonian does not depend explicitly on time, the time-dependent Schrödinger equation leads to the well

known eigenvalue problem:

i~
∂

∂t
Ψ(Q, q, t) = ĤΨ(Q, q, t) ⇒ Ĥψ(Q, q) = Eψ(Q, q); Ψ(Q, q, t) = ψ(Q, q)e

−iEt
~ (2.1.2)

13
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Although Eq. 2.1.2 depends on nuclear and electronic coordinates, within the BOA it only depends

parametrically on nuclear coordinates (denoted with an upper tilde Q̃ ). Thus, the wave function ψ(Q̃, q)

can be separated into an electronic φ(Q̃, q) and a nuclear χ(Q̃) part, which is possible only if the gradient of

φ(Q̃, q) respect to nuclear coordinates is negligible (~∇Qφ(Q̃, q) ≈ 0). This leads to the following equations

of motion:

if ψ(Q̃, q) = φ(Q̃, q)χ(Q̃) and ~∇Qφ(Q̃, q) ≈ 0 ⇒

(1) Ĥeφ(Q̃, q) = ε(Q̃)φ(Q̃, q); Ĥe = T̂e + Ve−e + Vn−e

(2) Ĥnχ(Q̃) = Eχ(Q̃); Ĥn = T̂n + Vn−n + ε(Q̃)

(2.1.3)

For each Q̃ con�guration, we obtain a set of {φi(Q̃, q)}i electronic eigenfunctions and a set of {εi(Q̃)}i
electronic eigenvalues. The collection of all the i-esim enegy levels sampled for di�erent spatial conformations

Q̃ forms a potential energy surface (PES) {εi(Q̃)}. As Eq. 2.1.3(1) depends on all the electronic degrees of

freedom, then it is prohibitive to solve it for a molecule-surface problem. Hence, we are forced to use the

density functional theory (DFT) formalism instead of the usual orbital-wave function scheme to solve the

problem. In section 2.2, we will discuss how the PES was calculated for this work.

Once we have a suitable PES, nuclear motion can be solved within a time-dependent quantum formalism:

i~
∂

∂t
X(Q, t) =

[
T̂n + Vn−n + εi(Q)

]
X(Q, t) (2.1.4)

or using the Hamilton classical equations of motion:

H(P ,Q) = Tn(P ) + Vn−n(Q) + εi(Q) ⇒

−
∂H
∂Qj

= d
dtP j

∂H
∂Pj

= d
dtQj

(2.1.5)

Both ways to treat nuclear dynamics will be discussed in section 2.3.

So far we have not distinguish between molecular and surface nuclear coordinates. To take into account

all molecular DOFs could make the system prohibitive even for DFT. In order to make the system treatable

a static surface approximation is commonly used. Within this approximation, all the surface atoms are

�xed to their equilibrium positions and their conjugated momenta are setted to 0. This yields to a drastic

reduction of the DOFs of the system. In the case of an impinging diatomic molecule, like H2 and D2, we only

have 6 DOF: 3 for its center of mass (X,Y,Z) and 3 for its internal motion, vibration (r) and rotation (θ, φ)

(see Fig. 1.3.1). This approximation neglects the interaction and, therefore, the energy exchange, between

the molecules and surface phonons, but, in the case of light molecules, such interactions are expected to be

weak due to the large mass missmatch. Therefore, this approximation seems to be very reasonable specially

for low surface temperatures.

SECTION: 2.2

Potential energy surface�� ��2.2.1 �

Density functional theory formalism

DFT is based on the Hohenberg-Kohn theorems, which demonstrate that all the physical properties for a

given system can be determined by simply knowing the density of its fundamental state n0(r). The main
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idea within this theory is that the energy can be written as a functional of the electronic density E[n(r)],

and therefore, that we are able to calculate n0(r) minimizing E[n(r)] respect to n(r). DFT is an exact

theory of many-body systems but the exact expression of this functional is not known. In 1965, Kohn and

Sham proposed to substitute the many-body problem by an auxiliary independent-particle problem so that

the original electronic Schrödinger equation (Eq. 2.1.3(2)) is converted to N independent mono-electronic

equations, which have the form:{
− ~2

2m
∇2 + vext(r) +

ˆ
n(r′)

|r − r′|
dr′ + vxc(r)

}
φi(r) = εiφi(r) (2.2.1)

where φi(r) is the i-esim eigenfunction of the Hamiltonian, vext(r) is the external potential (electronic

interaction with �xed cores), εi is the Kohn-Sham eigenvalue associated to φi(r) eigenvector and vxc(r) is

the exchange-correlation potential. The energy of the fundamental state has the form:

E0[n(r)] =
∑
i

εi + Exc[n(r)]− 1

2

ˆ ˆ
n(r)n(r′)

|r − r′|
dr′dr −

ˆ
vxc(r)n(r)dr, vxc(r) =

δExc[n(r)]

δn(r)
(2.2.2)

where Exc[n(r)] is the exchange-correlation functional. From Eqs. 2.2.2 and 2.2.1, E0[n(r)] can be calcu-

lated once an explicit form of the exchange-correlation functional is provided. This functional contains all

the information regarding the many-body correlation-exchange e�ects and is crucial to carry out accurate

calculations.

The exchange-correlation functionals used in this work follow the generalized gradient approximation

(GGA) to DFT. Within this approach, Exc[n(r)] has the general form:

EGGAxc [n(r)] =

ˆ
n(r)εxc [n(r),∇n(r)] dr (2.2.3)

where εxc is the exchange-correlation energy per volume unit, which depends on the density and the gradient

of the density for a given point r. This makes the GGA-DFT a semi-local approximation in contrast

with older local density approximations (LDA) where the exchange-correlation functional only depends on

the density. The improvements that DFT-GGA introduces respect to DFT-LDA in adsoption energy and

reaction barrier calculations make us able to construct accurate PES to run the molecule/surface dynamics,

which is really sensible to the PES shape.

In this work, we have used three di�erent DFT-GGA PES to run the 6D dynamics of H2(D2)/Cu(111)

system. The �rst two, were obtained using the Perdew-Wang (PW91[ 81]) and the revised Perdew-Burke-

Ernzerhof (RPBE[ 82]) exchange-correlation functionals. Both of them are widely applied in solid state

calculations and yield to a semi-quantitative description of the reactive interaction of a molecule with a

metal surface. More computational details are provided in Ref. [83]. The third one, was computed with

an exchange-correlation functional de�ned within the speci�c reaction parameter (SRP) approach to DFT

adapted to molecule/surface systems[ 78]. This DFT-SRP approximation yields to quantitative agreement

with a wide set of observables for H2(D2)/Cu(111) system[ 79] and is brie�y described in section 2.2.2.

�� ��2.2.2 �

Speci�c reaction parameter (SRP) approximation

The SRP approximation to DFT is a semiempirical method that has been recently proved to yield chemical

description (1kcalmol ≈ 43meV ) of several experiments for H2(D2)/Cu(111) system[ 79]. The main idea of this
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approximation is the de�nition of a new exchange-correlation functional (ESRPXC ) mixing two other DFT-

GGA functionals so that a mixing parameter (x) is �tted to reproduce a key experiment. By construction,

one of this mixing functionals overestimates the values measured in the key experiment and the other one

underestimates them. In this work, we have used the SRP exchange-correlation functional as de�ned in Ref.

79 within the BOSS approximation:

ESRPXC = xERPBEXC + (1− x)EPW91
XC , x = 0.43 (2.2.4)

where the ERPBEXC and EPW91
XC terms are the exchange-correlation parts corresponding to the RPBE and

PW91 functionals. In our particular case, the (x) parameter was �tted to reproduce the experimental

reaction probabilities from dissociative adsorption of D2 on Cu(111)[ 84].

The fact that the calculations made with the SRP functional are more accurate than the PW91 and RPBE

ones for a wide variety of experiments and conditions cannot be derived only from the �tting procedure. It

has to be related with a better description of the reaction barrier heights, which are crucial to describe the

dynamics of H2(D2) scattering from a Cu(111) surface. This is because the dynamics is very sensible to the

reaction barrier heights that the impinging molecules encounter in their path, specially for those incidence

energies that are lower than the calculated barriers. For instance, we can �nd or lose dynamical e�ects

depending on the exchange-correlation functional we are using for the same problem (see sections 3.3 and

3.4).

�� ��2.2.3 �

Surface periodicity and supercell model

Crystals are periodic arrangements of atoms or molecules. They can be represented by a 3D Bravais Lattice

(R), which is an in�nite set of points generated by all the integer linear combinations of three non-coplanar

vectors called primitive vectors (u1, u2, u3):

R =

{
r =

3∑
i=1

νiui | vi ∈ Z, ui ∈ R3

}
(2.2.5)

These vectors are three linear independent translations that de�ne the smallest parallelepiped in R that

can generate the periodic crystal structure only applying translation operations, which is known as the

primitive cell. The set formed by the three primitive vectors {ui}3i=1 is a natural basis set for R, although in

crystallography, it is usually preferred to use bigger unit cells to make clear the crystal symmetry. In order to

name a point of the lattice, a set of integer coe�cients (ν1, ν2, ν3) is used[ 85] (Eq. 2.2.5). In 3D space, there

are 14 non equivalent spatial Bravais Lattices 1 classi�ed in 7 lattice systems. Copper atoms are packaged

in the face centered variety of the cubic system (fcc). In order to name a speci�c surface within a crystal

system, we use the Miller indexes (h, k, l). These indexes can be de�ned as the coordinates of the smallest

reciprocal vector that is normal to the surface plain. It is also equivalent to de�ne these indexes (h, k, l) as

inversely proportional to the intersection of the surface plain with the X, Y and Z axes respectively. In Fig.

2.2.1 we have plotted the fcc bulk structure of Cu and the Cu(111) and Cu(100) surfaces, which are the ones

of interest for this work. Our theoretical study is focused on H2(D2) scattering from a Cu(111) surface but

at some points our results are compared to experimental data provided for the Cu(100) surface (see chapter

3). In Fig. 2.2.2 we can see a detailed view of both surfaces, but we will only focus on the Cu(111) one (left

15 in the case of 2D space.
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panel).

Figure 2.2.1: Left panel: Cu atoms arranged in a fcc structure. ax, ay, az basis vectors within cubic system. Center
panel: Cu(111) surface. Right panel: Cu(100) surface.

Figure 2.2.2: Left panel: top view of the �rst three Cu(111) surface layers. Right panel: top view of the �rst two
Cu(100) surface layers.u1 and u2 are the primitive vectors of each surface. Greek red letters mark the high symmetry
positions on the surface.

Within the DFT formalism (see section 2.2.1), the PES can be calculated solving the set of monoelectronic

equations 2.2.1, where each equation only depends on 3 DOFs. However, as discussed above, for a molecule-

surface system there are, in principle, an in�nite number of electrons if further approximations are not taken.

To face this problem, we can consider the surface as a 3D periodic structure so that Bloch theorem can be

applied. The electronic wavefunction for a �xed crystal momentum k can be expanded over an in�nite set

of planewaves multiplied by an envelope function. Introducing this boundary to the Kohn-Sham ansatz give

raise to a new set of equations in the reciprocal space:


(1) φn,k(Q̃m, r) = eikr

∑
G

cn,k+Ge
iGr

(2)
∑
G′

[
~2

2m |k + G|2δGG′ + vext(G−G′) + vH(G−G′) + vxc(G−G′)
]
cn,k+G′ = εn,kcn,k+G

(2.2.6)



18 CHAPTER 2. THEORY

where G and G′ are reciprocal lattice vectors, cn,k−G are the expansion coe�cients over the plain waves

basis set, εn,k is the energy for the φn,k(Q̃m, r) eigenvector, vext, vH and vxc are the Fourier transforms of

the external, the Hartree and the exchange-correlation potentials respectively. Now, the problem with the

in�nite number of electronic DOF is substituted by the need of solving Eq. 2.2.6 for an in�nite number of

k momenta. However, as electronic wave functions evaluated near a certain value of k are quite similar, we

only need to solve the electronic equation for a �nite number of k vectors in the Brillouin zone to converge

the total energy of the fundamental state for a given con�guration Q̃m
2. We have to remark also that, in

principle, the expansion in the plain waves basis set
Gcut∑
G

cn,k−Ge
−iGr is in�nite, but in the simulations, it

is truncated for an speci�c value of energy (Ecut = ~2

2mG2
cut) so that plain waves with an associated kinetic

energy higher than the cut o� |k −G| > Gcut are neglected.

From the simulations point of view, solvig Eq. 2.2.6 using periodic boundary conditions for a molecule-

surface system is not a straight forward task, because the system is only periodic in 2 dimensions (surface

plane) . The most usual strategy followed to solve this problem is to create a suitable 3D supercell that

can be repeated periodically in 3D-space while minimizing artifacts produced by the periodical assumption.

First of all, a 2D unit cell (X, Y plane parallel to the surface) must be chosen so that the entire surface

can be reproduced applying only translation operations. The chosen unit cell should be big enough to

make negligible the spurious interaction between the periodic image of hydrogen molecules. Regarding the

direction perpendicular to the surface (Z), the number of surface layers to be modeled should be large enough

to reproduce bulk e�ects, and the vacuum space between adjacent surfaces should be wide enough to prevent

hydrogen molecule interacting with the upper surface periodic image. For each electronic calculation, the

hydrogen molecule have to be setted with the desired Q̃m conformation. The main advantage of this model

is that we can use standard periodic calculations codes without any special modi�cations to obtain the

electronic data we need to construct the PES. In Fig. 2.2.3, we have plotted a typical supercell model

scheme.

Figure 2.2.3: Supercell model expanded only in X and Z direction.

The PESs used in this work was obtained solving the DFT electronic equations with the DACAPO[ 86]

code, which uses plane waves basis set to represent electronic wave functions and non local ultrasoft pseu-

dopotentials (USSP) to simulate the ion cores.

2Q̃m refers to an speci�c value of the six spatial DOFs (X, Y, Z, r, θ, φ) of the hydrogen molecule.
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�� ��2.2.4 �

Corrugation reducing procedure (CRP)

In order to obtain a suitable complete PES to run the dynamics of a molecule/surface system it is necessary to

solve Eq. 2.2.6 for all possible molecular con�gurations Q̃m. Although DFT ab initio calculations and Bloch

theorem make the system tractable, the computational cost to sample so many con�gurations is prohibitive.

What it is done, instead, is to sample only a set of representative Q̃m and later on to apply an interpolation

method to obtain the complete PES. In this case, the corrugation reducing procedure (CRP) interpolation

method developed by Busnengo et al.[ 87] for diatomic molecules interacting with periodic surfaces was used.

The main problem that interpolation methods have to face is relative to the fact that the PES is not

a smooth function so that a dense set of ab initio data is needed for an accurate interpolation. The main

source of this roughness is the strong repulsive interactions between the molecule atoms and the surface

atoms. To avoid this problem, the CRP method do not interpolate directly the PES (V 6D), but a smooth

function (I6D) which is the result of subtracting to the 6D-PES the interaction of the individual atoms of

the molecule with the surface (R3D
i , i = A,B):

I6D(X,Y, Z, r, θ, φ) = V 6D(X,Y, Z, r, θ, φ)−R3D
a (Xa, Ya, Za)−R3D

b (Xb, Yb, Zb)

The interpolation of the smooth function I6D is done with a cubic spline interpolation over (r, Z), Fourier

series over (X,Y) and trigonometric functions for (θ, φ). In the last case, the molecular center of mass

is kept �xed. The R3D
i (Xi, Yi, Zi) (i=a,b) functions have to be chosen so that V 6D(X,Y, Z, r, θ, φ) and

I6D(X,Y, Z, r, θ, φ) have the same symmetry.

In order to determine the I6D function, R3D
a and R3D

b have to be known. These 3D-functions are not

smooth due to the repulsive interaction between the atoms from the molecule and the atoms from the surface

at short distances. Therefore, a similar interpolation procedure as done before can be applied to them:

J 3D
n,i (Xi, Yi, Zi) = R3D

i (Xi, Yi, Zi)−
n∑
k=1

Q1D
i (Rk), i = a, b

where J 3D
n,i is a smooth interpolation function and Q1D

i (Rk) is the interaction of the i-esim adsorbing atom of

the molecule and the k-esim nearest atom of the surface. Q1D
i (Rk) has to be chosen so that the corrugation

in R3D
i (Xi, Yi, Zi) is reduced.

In order to simplify the calculations, the original Cu(111) surface symmetry (C3v, see Fig. 2.2.2) was

increased to C6v. In Fig. 2.2.4 we have presented an schematic view of this conversion with some work

variables. The only di�erence between the original surface and the new one with expanded symmetry is

that the fcc and hcp positions are now considered equivalent by symmetry (they are almost degenerate in

energy). This yields to a smaller irreducible Wiegner-Seitz cell, which means that we have to simulate the

physics of the scattering problem over a smaller area, with the consequent decrease of computational cost.
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Figure 2.2.4: Irreducible Wigner-Seitz cell (shaded in blue) for the Cu(111) surface with C3v (left graphic) and C6v

(right graphic) symmetry.

SECTION: 2.3

Adiabatic dynamics

Applying the Born-Oppenheimer approximation (BOA) to Eq. 2.1.2 allows us to separate the electronic

and nuclear dynamics. This is also called the adiabatic approximation because the electrons adapt instan-

taneously to nuclei movement (see section 2.1). In this section we will discuss the theoretical methods used

in this work to treat the quasi-classical (QC) and quantum (Q) dynamics of H2(D2)/Cu(111) within the

BOSS approximation.

�� ��2.3.1 �

Adiabatic quasi-classical (QC) dynamics

2.3.1.1 Equations of motion

Classically, the dynamics of a molecule/surface system can be obtained by integration of either the Newton

equations of motion

MiR̈i = −∇RiV ({Rj}) (2.3.1)

where Ri are the Cartesian spatial coordinates of the i-esim atom of the system, or the Hamilton equations

of motion

q̇k =
∂H

∂pk
, ṗk = − ∂H

∂qk
(2.3.2)

where qk and pk are the generalized spatial coordinates and conjugate momenta of the system. Within the

BOSS approximation the DOFs of the system are reduced to the molecular ones (X,Y, Z, r, θ, φ) (see section

2.1) so that the Hamiltonian can be written:

H =
1

2m
(p2
x + py² + p2

z) +
1

2µ

(
p2
r +

pθ
r2

+
pφ

r2sen2θ

)
+ V 6D(X,Y, Z, r, θ, φ) (2.3.3)
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where V 6D is the 6D-potential energy surface, m is the total molecular mass and µ is the reduced molec-

ular mass. In this work we have integrated the Hamilton equations of motion using the Bulirsch�Stoer

algorithm[ 88]. During the integration process, we have imposed that the energy of each trajectory cannot

�uctuate more than 0.1 meV at each integration step in order to maintain the energy conservation law.

For a given set of initial conditions, integrating Eq. 2.3.2 using the Hamiltonian written in 2.3.3 yields to

a de�ned trajectory that describes the motion of an impinging H2(D2) molecule. This trajectory is classi�ed

according to the di�erent �nal channels that are typical from a molecule/surface system:

� Re�ection: When the molecule reaches the initial Z0 value (5.5 Å) with its velocity vector pointing

to the vacuum.

� Dissociative adsorption: When the interatomic distance of the molecule is greater or equal to 2.22

Å, its radial velocity is positive
(
dr
dt > 0

)
and the energy of each atom is negative.

� One atom adsorption: Same as the previous case, but only one atom has negative energy.

� One atom absorption: When the Z component of one of the atoms of the molecule is lower than the

minimum Z value where the PES is known (0.05 Å) and its velocity vector is pointing to the surface.

� Two atoms absorption: When both atoms of the molecule reach previous conditions.

� Dynamical trapping: When the trajectory do not ful�ll any of previous conditions before the

integration time (15 ps) has �nished, it is considered to be trapped on the surface.

2.3.1.2 Initial conditions

Within the QC trajectories method, the probability of each �nal channel for a given incidence energy and

rovibrational quantum state is an average over the total number of trajectories computed. In order to obtain

reliable results, the initial conditions for the H2(D2) molecules have to be chosen uniformly from the set of

possible conformations ΩEtEint = ΩEt⊗ΩEint in the phase space compatible with the translational energy Et
(incidence energy) and the internal energy Eint (determined by the rovibrational quantum state). This yields,

in general, to two separate microcanonical ensemble distributions: one for translational degrees of freedom

ΩEt = {(pX , py, pz)} depending on Et, and one for internal degrees of freedom ΩEint = {(r, θ, φ, pr, pθ, pφ)}
depending on Eint. The (X,Y ) DOFs are chosen randomly within the XY supercell plane.(Z) always has

the same initial value (5.5 Å), which is big enough to consider the molecule/surface interaction negligible.

Regarding the distribution of ΩEt = {(pX , py, pz)}, pX and pY are setted to 0, because we are working

under normal incidence conditions. Thus, we do not need any more a microcanonical ensemble to generate

initial values for pz. The only possible choice is: pz = −
√

2mEt. The negative sign makes sure that the

velocity vector is pointing to the surface and not to the upper periodical image.

For the internal DOFs ΩEint = {(r, θ, φ, pr, pθ, pφ)}, we are able to sample (r, pr) and (θ, φ, pθ, pφ)

independently[ 15] with a Montecarlo sampling method.

In this work, we have carried out calculations with 104 trajectories (NTOT ) to get statistical reliable

results. The maximum absolute error (σ) in state resolved probability (p) at a given incidence energy is

5×10−3, where σ is de�ned as σ =
√

p(1−p)
NTOT

.

2.3.1.3 Discretization of rotational and vibrational state

Variables used in classical dynamics are not quanti�ed. Thus, in order to compare classical results with

quantum calculations or state-resolved experiment we have to discretize these continuous variables.
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In the case of the �nal rotational momentum (Jf ), we have used the expression:

L2 = J(J + 1) =⇒ Jf = Int

{
−1 +

√
1 + 4L2

2

}
(a.u.) (2.3.4)

where the operator Int{ } means that we just take the closest integer value to the real value inside the

brackets. L2 is the classical value of the angular momentum for the trajectory: L2 =
p2
θ+p2

φ

sen2θ
. In the case of

diatomic homonuclear molecules the discretization procedure has to take into account that only Jf values

satisfying: Jf = Ji ± 2n with n ∈ Z and Jf ≥ 0.

In the case of vibrational motion, we have followed the action variable formalism[ 89]:

Sr =

ˆ
C
prdr =⇒ v = Int

{
Sr
π
− 1

2

}
, (2.3.5)

where the action variable (Sr) is integrated through the contour (c) between the classic turning points of

(r) in the asymptotic potential V (r) for the isolated molecule.

�� ��2.3.2 �

Adiabatic quantum dynamics: the wave packet method

The time evolution for a wave function representing our physical system (X(Q, t)) follows the time-dependent

Schrödinger equation shown in Eq. 2.1.4. The solution for such equation can be written as:

X(Q, t) = Û(t)X(Q, 0) =
{
T̂ e−i

´ t
0 Ĥdt

′
}
X(Q, 0) (2.3.6)

where Û(t) is the evolution operator and T̂ is the time-ordering operator. If Ĥ does not depend on the time

and X(Q, 0) is written as a supperposition of stationary wavefunctions for di�erent energies ψ(Q, E), we

can simpli�ed the expression 2.3.6 to:

X(Q, t) = e−iĤtX(Q, 0), X(Q, 0) =

ˆ ∞
−∞

ψ(Q, E)dE (2.3.7)

Therefore, the time-dependent wave function X(Q, t) can be calculated making the time evolution of a

supperposition of stationary ψ(Q, E) wavefunctions for t=0.

The initial wavefunction X0(Q), is chosen so that the superposed ψ(Q, E) wavefunctions are in the same

rovibrational (v, j,mj) quantum state and have the same parallel momentum (K0) to the surface:

X0(Q) =

ˆ ∞
−∞

ψ(Q, E)dE = Φvj(r)Yjmj (θ, φ)
1√
A
eiK0RxyG(z) (2.3.8)

where Φvj(r) and Yjmj (θ, φ) are the vibrational and rotational eigenfunctions for the isolated H2(D2)

molecule respectively, Rxy is the position vector projected on the parallele plane to the surface (X,Y),

A is the surface unit cell area and G(z) is the wave-packet that describes the motion along the perpendicular

direction to the surface (Z):

G(z) =
1

2π

ˆ ∞
−∞

b(kz0)eikz0z, b(kz0) =

(
2ζ2

π

) 1
4

exp
{
−(kav − kz0)2ζ2 + i(kav − kz0)Z0

}
(2.3.9)

where b(kz0) is the Gaussian distribution for the momentum in Z, ζ is the width of the wave-packet in the
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momentum space and kav is the average momentum.

In this work, we have used the split operatot method (SPO)[ 90;91] so that the time evolution operator

in Eq. 2.3.7 can be approximated to:

e−iĤ∆t ≈ e−iK̂
∆t
2 e−iV̂∆te−iK̂

∆t
2 +O(∆t3) (2.3.10)

and the propagated wave-function can be written as:

X(Q, t+ ∆t) = e−iK̂
∆t
2 e−iV̂∆te−iK̂

∆t
2 X(Q, t). (2.3.11)

The error O(∆t3) rise from the fact that the kinetic and potential energy operators do not conmute. Eq.

2.3.11 have to be applied for short time intervals, otherwise the cumulative error can yield to unphysical

results.

Once the initial wave-packet has evolved in time, the portion that is scattered back has to be analyzed

at a given long enough value Z = Z∞ (distance to the surface) so that the interaction with the surface

can be negligible. We have analyzed the asymptotic behavior of the wave-packet using the Balint-Kurti

formalism[ 92] adapted for surface scattering[ 93]. Within this model, the scattered wavefunction is projected

onto the free particle states |n,m, v′, j′,m′j >= |f >:

Cf (Z∞, t) =< f |X(x, y, Z = Z∞, r, θ, φ, t) > (2.3.12)

|f >= φv′j′(r)Yj′m′j (θ, φ)
1√
2π
eikzfZ∞

1√
A
ei(K0+Gnm)Rxy (2.3.13)

where Z∞ is the distance to the surface at which we are analyzing the wavepacket,Gnm is a reciprocal surface

vector associated with di�raction numbers (n,m) and v, j,mj (v′, j′,m′j) are the rovibrational quantum

numbers for the initial (�nal) state. This procedure forms the basis of the so-called scattering amplitude

formalism (SAF), where the S-matrix elements can be written as:

Si→f = δvv′δjj′δmjm′jδ0nδ0me
−2ikz0z∞ −

√(
kz0kzf

2π

)
Af (z∞, E)

Mb(−kz0)
e−ikzf z∞ (2.3.14)

Af (z∞, E) =

ˆ τ

0
Cf (z∞, t)e

iEtdt (2.3.15)

being Af (z∞, E) the Fourier transform of the coe�cients Cf (z∞, t), (τ) the propagation time and (i) the

initial quantum state |0, 0, v, j,mj >. The Si→f matrix elements are crucial to calculate the scattering

probabilities as a function of the incidence energy:

Pi→f (E) = |Si→f |2 (2.3.16)

If we consider that the molecules can only be scattered or react on the surface, the reaction probability

as a function of incident energy (E) and the initial quantum state (i) can be computed as:

Ri(E) = 1−
∑
∀f
Pi→f (E) (2.3.17)

Once the wave-packet has been analyzed at Z = Z∞, it has to be subtracted from the environment,

otherwise, it can give rise to unphysical interactions. The simplest way that we could think to resolve this
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problem, is just to remove the part of the wave packet that arrives to the analysis plane Z∞. However, the

introduction of such a hard discontinuity would lead to inaccuracies in the gradient calculation, which is

needed to propagate the wave-packet. A suitable solution to this problem is to introduce an optical potential

that slowly absorbs the wave-packet after it arrives to the analysis plane. A lot of di�erent optic potentials

have been studied in the literature[ 94]. The one used in the quantum mechanical calculations presented in

section 3.3 can be written as:

Vopt =

−iA2

(
Z−Zmin

Zmax−Zmin

)2
if Zmin ≤ Z ≤ Zmax

0 if Z < Zmin

(2.3.18)

where Zmin is chosen to be equal to Z∞ and Zmax to the last grid point in Z direction. A2 is a parameter

that has to be chosen in order to absorb e�ciently all the energies which are contained in the wavepacket.

An optical potential similar to the one in Eq. 2.3.18 is also used to remove the wave function in (r).

Once the wavefunction reaches a value of (r) bigger than the dissociation limit (rd), i.e. the molecule is

assumed to be dissociated, it is not needed like in the previous case (it can yield to unphysical interactions).

SECTION: 2.4

Non-adiabatic dynamics: a friction-based method

The inclusion of non-adiabatic e�ects in full-quantum dynamics calculations can only be applied for systems

with a few DOF at the present time. The high computational cost related to this kind of quantum formalism

makes it prohibitive for molecule/surface simulations. However, great e�orts have been made in the later

years to develop �cheaper � friction-based methods that are easy to implement in classical molecular dynamics

calculations. The non-adiabatic coupling between molecular DOF and electron-hole pair excitations can

be introduced via dissipative friction forces that de facto substact energy from the classical equations of

motion[ 95;96] . As this is not straight forward to proof, there are several approaches in the literature that

yields to Langevind-like equations of motion using di�erent approximations. In this work we have used the

local density friction approximation[ 95;97] (LDFA).

�� ��2.4.1 �

Local density friction approximation (LDFA)

The LDFA describes the molecule/surface non-adiabatic interaction adding a dissipative force (F diss) to the

classical equations of motion. This force is proportional to the velocity of the impinging particle times a

scalar friction coe�cient which depends on its position:

MiR̈i = −∇RiV ({Rj})− F diss
i (2.4.1)

where

F diss
i (Ri, Ṙi) = η(Ri)Ṙi (2.4.2)

here, η(Ri) is the friction coe�cient for the i-esim particle of the system at a given position Ri interacting

with a homogeneous free electron gas (FEG) with density no(R), which is equal to the ground state density

of the isolated surface atR. These coe�cients are calculated individually for each atom of the molecule. This



2.4. NON-ADIABATIC DYNAMICS: A FRICTION-BASED METHOD 25

approximation is expected to introduce only small inaccuracies compared to correlated nuclei calculations

in the case of homonuclear molecules[ 98].

The energy lost by a projectile traveling through the FEG may be modeled, in principle, within the time-

dependent density functional theory (TDDFT) from the perturbed density induced by the impinging particle,

but it was demonstrated[ 99] that for low incidence velocities we can obtain exactly the time-dependent result

from a static DFT scheme. In addition, for vanishing velocities the dissipative force becomes proportional

to the particle velocity so that it can be written like in Eq. 2.4.2. As a consequence, the dissipative force on

the incident particle can be calculated in terms of the transport cross section σtr(kF ) at the Fermi level[ 95],

thus:

F diss
i = Ṙin0(Ri)kFσtr(kF ) (2.4.3)

where

σtr(kF ) =
4π

k2
F

∞∑
l=0

(l + 1)sin2 {δl(kF )− δl+1(kF )} (2.4.4)

δl(kF ) being the scattering phase-shifts at the Fermi level and kF the Fermi momentum. From Eq. 2.4.2

and 2.4.3, we can write an explicit form of the friction coe�cients:

η(Ri) = n0(Ri)kFσtr(kF ) (2.4.5)

which is exactly valid for the low projectile velocity limit, i.e. for velocities lower than the Fermi velocity

of the metal. This low velocity limit is enough to describe the physics of dissipative processes on thermal

and hyperthermal atoms. LDFA is also able to take into account non-linear e�ects in the medium response

and in the cross section calculation for the energy loss process. Thus, it can model the strong perturbation

made by the slow impinging particle inside the FEG, which is necessary for a correct description of typical

elementary gas-surface processes.

If the LDFA expression for the friction coe�cients in Eq. 2.4.5 was directly implemented in the non-

adiabatic QC dynamics calculations, we would need to compute the friction coe�cients for each point in

the 3D-space that the impinging atoms could reach. However, this procedure is not e�cient because η(Ri)

formally depends only on the electron density (n0) given by the isolated surface. Thus, it is convenient to

use an interpolation function that provides the friction coe�cients as a function of the electronic density100:

η(rs) =
n∑
i=1

Air
Bi
s e−Cirs (2.4.6)

being rs the mean electronic radius of the FEG de�ned as rs =
[

3
4πn0

] 1
3 and Ai, Bi and Ci three adjustable

parameters for the i-esim term of the interpolation function. These parameters are �tted to η(rs) DFT ab

initio calculations for a speci�c range of rs. In the case of hydrogen atoms, it is only needed a one-term

interpolation function to get an accurate �t to theoretical results (Fig. 2.4.1 ) where the �tting coe�cients

take the values A1 = 0.633, B1 = 0.275 and C1 = 0.558.
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Information extracted from Ref. [74]



CHAPTER 3

6-Dimensional dynamics results

SECTION: 3.1

Previous experimental results for H2(D2)/Cu(100)

Experiment of H2 and D2 state-to-state scattering from a Cu(100) surface (Fig 3.1.1) have been carried

out by E. Watts et al.[ 40](H2) and by L. C. Shackman et al.[ 41](D2) aiming to measure the importance

of vibrational and rotational inelastic processes. In these experiments, speci�c molecular rovibrational

states (v, J) were selected via stimulated Raman pumping[ 101], and after scattered from a copper surface,

under near-normal incidence conditions, survival and rotational excitation probabilities were measured as a

function of the translational energies (Ei) using time-of-�ight (TOF) measurements[ 39] and density-to-�ux

conversions. Due to experimental convenience, the chosen initial states were (v=1, J=1) for H2 and (v=1,

J=2) for D2. Thus, our theoretical study has focused on these internal molecular states.

Despite the broad dispersion of experimental data, in Fig. 3.1.1 we can see a decrease of survival

probabilities for both systems when translational energy increases. It is also clear that D2/Cu(100) trends

to have higher initial survival probabilities for every incident energy.

27
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Figure 3.1.1: Left panel: vibrational survival probability as a function of the incidence energy; right panel: rotational
excitation (b, c) and deexcitation (d) probabilities as a function of the incidence energy. Solid Blue squares: D2(vi =
1, Ji = 2) experimental data from Ref. [41]. Solid red circles: H2(vi = 1, Ji = 1)/Cu(100) experimental data from
Ref. [40]

SECTION: 3.2

Previous low-dimensional dynamics results

This isotope e�ect found experimentally (see section 3.1) has been considered as an evidence of a non

adiabatic process. For example, Luntz et al.[ 80] have suggested that electron-hole (e-h) pair excitations

could play a major role in H2(D2)+Cu inelastic scattering. Their conclusions were based on 3D quasi-

classical non adiabatic calculations, where only two degrees of freedom (DOF) of the molecule, namely, the

distance molecule-surface (z) and H-H bond length (r) and one DOF of the surface (modeling a thermal

bath), are taken into account. Non adiabatic scattering probabilities were simulated with the friction tensor

method[ 96] and with the forced oscillator model [ 102] (FOM). These low dimensional scattering results,

which neglect rotational DOF, cannot be directly compared with the experimental probabilities but to

experimental vibrational survival probabilities de�ned as Psup(v) =
∑
Jf

P (vf = vi, Jf ), which have been

obtained by combining data from Fig. 3.1.1. Within this model, it has been also reported that adiabatic

calculations could not reproduce the experiments[ 80]. In fact, in Ref. [80] was claimed that adiabatic

calculations yield no vibrational deexcitation at all. The qualitative agreement between their theoretical

non-adiabatic results and experiment is shown on Fig. 3.2.1.
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SECTION: 3.3

Elastic and inelastic scattering analysis

From previous 3D study several questions rise: Is vibrational inelastic scattering of H2(D2)/Cu another

example of failure of the Born-Oppenheimer static-surface (BOSS) approximation? Are low dimensional

calculations suitable to study H2(D2)/Cu? In order to answer these questions we have performed 6D quasi-

classical adiabatic and non adiabatic calculations. The methodology we have used is widely described in

chapter 2. For the sake of theoretical convenience, we have used a Cu(111) surface instead of a Cu(100) one,

but no major qualitative di�erences in the scattering are expected[ 40;80].

Our 6D adiabatic and non adiabatic quasi-classical (QC) SRP-PES rovibrational survival probabilities

and rotational excitation and deexcitation probabilities are compared directly with experiment in Fig. 3.3.1.

The reported experimental decrease of survival probability as a function of the incidence energy is quite well

reproduced by both adiabatic and non adiabatic calculations (see Fig. 3.3.1, left panel). In fact, taking into

account e-h pair excitations via a friction coe�cients model hardly change adiabatic results. A closer look to

this �gure reveals that our model overestimates H2(vi = 1, Ji = 1) −→ (vf = 1, Jf = 1) elastic scattering,

but it gives results that �t pretty well with D2/Cu(100) measurements. However, quantitative agreement

with experiment should not be expected due to several reasons. First, we are comparing theoretical results for

Cu(111) with experimental data for Cu(100), therefore, some quantitative di�erences are envisaged. Second,

the experiments were performed at a 500 k surface temperature and our method uses a frozen-surface scheme

(static surface). Having these considerations in mind, the qualitative agreemet we have reached is really

meaningful. On the other hand, there is no reason to argue that poor modelling of non adiabatic e�ects is

to blame for the di�erences between theory and experiment rather than the exposed sources of error. In

fact, our computed data are a clear evidence of the minor role played by e-h pair excitations in rovibrational

elastic and inelastic scattering of H2(D2)/Cu(111). As already argued by Juaristi et al.[ 74], it is not the



30 CHAPTER 3. 6-DIMENSIONAL DYNAMICS RESULTS

0 100 200
Energy [meV]

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
S

u
rv

iv
a
l 

p
ro

b
a
b

il
it

y

H
2
 (v=1, J=1)

0 100 200

Experimental data

SRP adiabatic
SRP non adiabatic

D
2
 (v=1, J=2)

a) b)

0

0.1

0.2

0.3

R
o
t.

 e
x
ci

t.
 p

ro
b

.

Exp.

SRP adiabat.
SRP non adabat.

0

0.1

0.2

0.3

R
o
t.

 e
x
ci

t.
 p

ro
b

.

0 50 100 150 200 250
Energy [meV]

0

0.1

0.2

R
o
t.

 d
ee

x
ci

t.
 p

ro
b

.

a) H
2
 (v

i
=1, J

i
=1) → (v

f
=1, J

f
=3)

b) D
2
 (v

i
=1, J

i
=2) → (v

f
=1, J

f
=4)

c) D
2
 (v

i
=1, J

i
=2) → (v

f
=1, J

f
=0)

Figure 3.3.1: Left panel: (a) H2/Cu(111) and (b) D2/Cu(111) adiabatic and non adiabatic survival probabilities
obtained with 6D quasi-classical calculations using SRP-PES compared with H2/Cu(100)

[ 40] and D2/Cu(100)
[ 41]

experiments; right panel: theoretical and experimental rotational (de)excitation probabilities extracted from the same
references. Red solid lines: SRP 6D QC adiabatic calculations. Black dashed line: SRP 6D QC non-adiabatic
calculations. Blue solid squares: experimental data from Refs. [40;41].

friction tensor who extracts energy from the system but the dissipative force involved (see chapter 2) which

is also proportional to the velocity of the particle. Thus, the slowing down of the molecule near the surface,

i. e. near the high density zones, would explain the marginal corrections added by the friction coe�cients

model.

Similar qualitative results are obtained for the PW91-PES and the RPBE-PES (Fig. 3.3.2). In Fig.

3.3.2, we have plotted adiabatic and non-adiabatic survival (left panel) and rotational inelastic (right panel)

probabilities for H2(v = 1, J = 1) and D2(v = 1, J = 2) in a similar way than in Fig. 3.3.1 but using

PW91-PES and RPBE-PES QC calculations. Results computed with the SRP-PES have been also included

for the shake of completeness. From Fig. 3.3.2, we can see that PW91-PES survival probabilities trend to

be lower than those calculated using the RPBE-PES (left panel). Thus, the former PES favors inelastic

scattering compared to the latter one. This tendency is much more evident as incidence energy increases.

Di�erences between both functionals will be further analyzed it in section 3.4. Comparing H2(v = 1, J = 1)

and D2(v = 1, J = 2) survival probabilities computed with di�erent PES (Fig.3.3.2, left panel a and b), we

can realize that calculations with PW91-PES clearly exhibit the isotopic e�ect shown in experiment[ 40;41]

(lower survival probabilities for H2) since in the case of RPBE-PES the e�ect practically disappears. This

behavior can be justi�ed by the too high reaction barriers present on the latter PES[ 78;83]. Regarding

rotational inelastic scattering (Fig. 3.3.2 , right panel), we can see that PW91-PES probabilities are higher

for excitation processes (H2(vi = 1 Ji = 1) −→ (vf = 1, Jf = 3), D2(vi = 1 Ji = 2) −→ (vf = 1, Jf = 4))

and lower in the deexcitation case D2(vi = 1Ji = 2) −→ (vf = 1, Jf = 0). From results in �gures 3.3.1

and 3.3.2 we can also rule out the in�uence of the functional on isotope e�ect observed for rovibrationally

inelastic scattering for those functionals yielding reaction barriers comparable to experimentally estimated

ones, i.e., for PW91 and SRP.
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Figure 3.3.2: Left graphic: survival 6D QC adiabatic (a, b) and non adiabatic (c, d) probabilities for H2(vi =
1, Ji = 1) (panels on the left) and D2(vi = 1, Ji = 2) (panels on the right) as a function of incident energy.
Right graphic: rotational excitation/deexcitation adiabatic (panels on the left) and non-adiabatic (panels on the
right) probabilities as a function of the incidence energy. (a) H2(vi = 1, Ji = 1) −→ (vf = 1, Jf = 3); (b)
D2(vi = 1, Ji = 2) −→ (vf = 0, Jf = 4); (c) D2(vi = 1, Ji = 2) −→ (vf = 1, Jf = 0). Blue dashed lines: PW91 6D
QC calculations. Red solid lines: SRP 6D QC calculations. Black dotted line: RPBE 6D QC calculations.
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(vf = 0, ΣJf ) (right panel) as a function of the incidence energy. Red solid line: 6D QC adiabatic calculations using
the PW91-PES. Dashed blue line: 3D QC non-adiabatic calculations using a PW91-PES, from Ref. [80]

In order to compare our results with those of Luntz and Co.[ 80], we have summed our state-to-state

vibrational deexcitation probabilities (PW91-PES) over all �nal rotational states (Jf ) . In �gure 3.3.3 we

compare our 6D adiabatic results with the 3D non-adiabatic ones from Ref. [80] for H2(v = 1, J = 1)

(Fig. 3.3.3a) and D2(v = 1, J = 2) (Fig. 3.3.3b). From this �gure we can see that the shape of the

adiabatic and non adiabatic curves are qualitatively similar. It seems that the low dimensional model

including non adiabatic e�ects somehow compensates the lack of rotational DOF, giving qualitative good

results in comparison with experiment. Therefore, our QC study points out the importance of carrying out
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multidimensional dynamics in order to avoid erroneous interpretations of the role played by non adiabatic

e�ects in the dynamics of H2(D2) scattered from copper.
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Figure 3.3.4: Left panel: vibrational survival probability as a function of the incidence energy for H2(vi = 1, Ji =
1)(a) and D2(vi = 1, Ji = 2)(b) Right panel: rotational excitation/deexcitation probability as a function of the
incidence energy. (a) H2(vi = 1, Ji = 1) −→ (vf = 1, Jf = 3); (b) D2(vi = 1, Ji = 2) −→ (vf = 0, Jf = 4); (c)
D2(vi = 1, Ji = 2) −→ (vf = 1, Jf = 0). Blue solid squares: experiments from Refs. [40;41]. Black solid line: SRP
6D Q adiabatic calculations. Dashed red line: SRP 6D QC adiabatic calculations.

To discard spurious e�ects in our previous calculations due to the use of classical dynamics, we have

compared our results with quantum (Q) calculations. In Fig. 3.3.4 we have plotted Q and QC survival and

inelastic rotational probabilities. Experimental values are also shown for the sake of completeness. From

the left panel of Fig. 3.3.4 we can see that quantum results also reproduce the isotopic e�ect reported in

experiment. From the right panel, rotational excitation and deexcitation QC probabilities are systematically

higher than those from Q calculations. Quantitative discrepancies between Q and QC dynamics are due

to one main source of error: the discretization method used in the latter (see chapter 2) which trends to

overestimate inelastic processes. Nevertheless, as it is clear that both approaches can qualitatively explain

the experiments done by E. Watts et al.[ 40] and by L. C. Shackman et al.[ 41], we conclude that our classical

methodology is appropriate to study this system.

So far we have shown that non-adiabatic dynamics is not mandatory to mimic the H2(D2)/Cu(111)

scattering experimental results. No matter the PES (SRP or PW91) or the kind of dynamics (QC, Q) we

use, the adiabatic approach always present the isotopic e�ect observed in experiment. Now, we are going

to analyze deeply our computed 6D QC data in order to understand why vibrational survival probabilities

for D2 are higher than those for H2. In Fig. 3.3.5 we show all our computed adiabatic and non adiabatic

rovibrational probabilities, for the 3 PES (PW91, SRP, RPBE) considered in this work, de�ned as H2(vi =

1, Ji = 1) −→ H2(vf , Jf ), together with dissociative adsorption probabilities. In this �gure, we can see

the rotational inelastic channels measured in the experiments, i.e. (vi = 1, Ji = 1) −→ (vf = 1, Jf = 3)

for H2, and (vi = 1, Ji = 2) −→ (vf = 1, Jf = 4) and (vi = 1, Ji = 2) −→ (vf = 1, Jf = 0) for D2,
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in addition to other possible vibrational elastic and inelastic scattered channels. From Fig. 3.3.5 (B and

D panels) we can see once again that non-adiabatic e�ects slightly introduce any change in the computed

probabilities for any scattering channel. If we focus on the insets of Fig. 3.3.5, we realice that H2 has more

e�ective vibrational deexcitation channels than D2. In Fig. 3.3.6 we have compared vibrational elastic and

inelastic (deexcitation) probabilities (summed over all Jf ) and reactive probabilities. This �gure can help

us to understand the isotope e�ect. At low incident energy, there is not vibrational deexcitation process

taking place and vibrational survival pro�les present the same behavior. However, when we reach higher

energies (150 meV), vibrational deexcitation and dissociative adsorption channels of H2/Cu(111) start to

play a major role in the scattering process. In the case of D2, even at the highest Ei, the reactive channel

is completely absent and vibrational deexcitation probabilities are lower than those for H2 by almost one

order of magnitude. Hence, from �gures 3.3.5 and 3.3.6 we conclude that the experimental isotope e�ect

reported in Refs. [40;41] is a consequence of the higher vibrational deexcitation and dissociative adsorption

probabilities exhibited by H2 molecules. We have provided a more detailed analysis of this e�ect in section

3.4.

Eventually, it is worth to comment on experimental results for H2 at low energy (≈50 meV). In Ref. [40],

it was reported that the �ux of incident molecules with the vibrational state vi = 1 did not coincide with the

�ux of scattered molecules with the same vibrational state, i.e. it was reported that survival probabilities

are smaller than 1. In Ref. [40] was speculated that the loss of �ux was due to the existence of intense

deexcitation process to the (vi = 1, Ji = 1) −→ (vf = 0, Jf = 3) and H2(vi = 1, Ji = 1) −→ H2(vf =

0, Jf = 1) inelastic channels. However, our calculations do not show important vibrational deexcitation at

low incident energies. In fact, independently of the PES, the dynamics (Q, QC) or the approach (BOSS,

non adiabatic) used, we always obtain that the sum over all rotational scattering states with vf = 1 is 1 at

these energies. Thus, it is still an open question why experimentally the (vi = 1, Ji = 1) −→ (vf = 1, ΣJf )

probability is found to be less than 1. At this point, we should emphasize that although it has been

suggested that survival and rotational excitation probabilities for H2(vi = 1, Ji = 0)/Cu(111) are almost

independent with the change of surface temperature[ 103], quantitative agreement with the experiment will

probably require the proper introduction of surface phonons in the theoretical model[ 104;105]. Finally, we

should take into account the dispersion of the experimental data. Measurements at the same energies show

data di�ering up to 20%. Therefore as a �rst approximation, this number could be taken as the experimental

error bar.
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Figure 3.3.5: H2(v=1, J=1)/Cu(111) (A, B) and D2(v=1, J=2)/Cu(111) (C, D) rovibrational elastic and inelastic
probabilities as a function of incidence energy. For each panel: (a) PW91-PES, (b) RPBE-PES and (c) SRP-PES
used. Non adiabatic e�ects via friction coe�cients included in B and D panels.
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Figure 3.3.6: Dissociative adsorption probabilities (solid lines), vibrationally elastic survival probabilities (vi =
1, Ji) −→ (vf = 1, ΣJf ) (dashed lines) and vibrationally inelastic probabilities (vi = 1, Ji) −→ (vf = 0, ΣJf ) (dotted
line) as a function of incidence energy for H2(vi = 1, Ji = 1)/Cu(111) (red) and D2(vi = 1 Ji = 2)/Cu(111) (blue).

SECTION: 3.4

Classical turning points analysis

We have shown in section 3.3 that within the Born-Oppenheimer static-surface approximation (BOSS) we

have been able to reproduce qualitatively the experimental isotope e�ect measured by E. Watts et al.[ 40] and

by L. C. Shackman et al.[ 41] for H2(D2)/Cu(100) scattering using a Cu(111) surface. We have also provided

a key idea to understand this isotope e�ects found in experiment without the need of invoking any non-

adiabatic e�ect; vibrational deexcitation H2(vi = 1, Ji) −→ H2(vf = 0, ΣJf ) and dissociative adsorption

channels for H2 are more e�cient than for D2 (see Fig. 3.3.6). But, until now we have not provided any

explanation for this phenomenon. In this section we are going to take advantage of a classical trajectory

method in order to explain the underlying physical processes that are responsible for the isotope e�ect.

A classical trajectory does not allow the molecules to tunnel across the PES. The molecule is scattered

when it encounters with a reaction barrier higher than its own translation energy. However, we have to

take into account also the energy transfer from vibration to translation (V-T) due to the coupling with the

surface, which allows the energy exchange between molecule DOF. This extra translational energy allows

the molecule to overcome more barriers, and therefore, to get closer to the surface. G. R. Darling and S.

Holloway have shown[ 10;25] that T-V energy transfer is enhanced in late barrier systems (systems which

have reaction barriers close to the surface, as H2(D2)/Cu) due to the high curvature of the PES in front of

the reaction barrier. Hence, if V-T energy transfer is favored, a higher number of molecules can reach high

curvature zones close to the surface, and therefore, a higher proportion of vibrationally inelastic scattered

molecules is expected. In Fig. 3.4.1 we have plotted the distribution of classical turning points for the

SRP-PES as a function of the distance to the surface (Z) for H2(vi = 1, Ji = 1) and D2(vi = 1, Ji = 2) at

two incident energies (80, 230 meV). From Fig. 3.4.1, it can be seen that H2 molecules are able to get closer

to the surface than D2 molecules, specially at 230 meV. This observation seems to be reasonable, because

H2 vibrational energy levels are
√

2 times higher than those from D2. Thus, the vibrational softening, i.e.

the energy transfer from vibration to translation, is expected to be higher for H2 than for D2. Hence,

we hypothesize that the higher vibrational deexcitation e�ectiveness found in H2/Cu(111) is due to the
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capability of H2 molecules to explore deeper zones in the PES, which enhances the coupling to the reaction
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Figure 3.4.1: Distribution of classical turning points (Zscat) of the molecules scattered from the SRP-PES as a
function of molecule-surface distance.(a) H2(v = 1, J = 1), Ei=80 meV; (b) H2(v = 1, J = 1), Ei=230 meV; (c)
D2(v = 1, J = 2), Ei=80 meV; (d) D2(v = 1, J = 2), Ei=230 meV.

path curvature[ 10;25]. To further analyze classical trajectory results, let us focus on the classical turning

point distribution at high energy (Figs. 3.4.1, b and c). These distributions present a double peaked

structure, which reveals that a number of molecules can get rather close to the surface . If we compare panel

(b) (H2) and panel (d) (D2) we clearly see that the intensity of the �rst peak (the closest to the surface) is

signi�cantly higher in the former case. Let us perform a detailed analysis of this phenomenon.

In Fig. 3.4.2 we have projected the classical turning points XY-distribution over the irreducible Wigner-

Seitz (IWS) cell of the Cu(111) surface (adapted from C3v to C6v symmetry, see chapter 2). In addition, we

have projected separately those scattered trajectories that belong to the two di�erent peaks (if present). Fig.

3.4.2 shows that the �rst peak (the closer to the surface) corresponds to those molecules which are re�ected

preferably over the top-site (panels C-a andD-a). Trajectories that cannot reach such close-to-surface zones

(panels C-b, D-b) are scattered preferably on the bridge-site and corresponds to the second peak. At that

point, we should point out that the top-site is not the one with the minimum reaction barrier, in fact, the

minimum reaction barrier for H2/Cu(111) system is located at the bridge-site[ 83] (see Fig. 3.4.3 ). Thus,

molecules that reach closer zones to the copper surface do not follow the minimum reaction path. This

phenomenon has also been reported by D. A. McCormack et al.[ 76] for dissociation of vibrationally excited

H2 molecules on Cu(100). Furthermore, in Ref. [30], it has been also shown for H2/Cu(100), that top-site

collisions are e�ective promoting vibrational inelastic scattering due to the high curvature in front of this

barrier. The same reference suggests that a similar phenomenon should be seen for the Cu(111) surface.

Our results corroborate that hypothesis. Therefore, from Fig. 3.4.2 and the support of Ref [30], we conclude

that the higher vibrational deexcitation e�ectiveness found theoretically in H2/Cu(111) is due to the higher

number of incident H2 molecules that are scattered over the top-site close to the surface compared to D2

(see Fig.3.4.2 B and D panels), which favors rovibrational inelastic scattering. This e�ect only rises when

the initial translational energy is enough to reach those zones of the PES where vibration (r) and translation

(Z) are coupled (>150 meV, see Fig. 3.3.6) and V-T energy transfer is enhanced. Similar e�ects should take

place for H2(D2)/Cu(100).
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Figure 3.4.2: For each graphic (A, B, C, D): Top panel, distribution of the classical turning points (Zscat) of H2

molecules from the SRP-PES for 80 meV (A, B) and 230 meV (C, D); bottom panel, XcmYcm-distribution of the
classical turning points for the scattered molecules, projected on the IWS cell (red solid line), for the Z intervals marked
in top panel. (A) H2(vi = 1, Ji = 1), Ei=80 meV. (B) H2(vi = 1, Ji = 1), Ei=230 meV. (C) D2(vi = 1, Ji = 12),
Ei=80 meV. (D) D2(vi = 1, Ji = 2), Ei=230 meV.
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Our analysis also allow us to explain the di�erences between computed rovibrational inelastic and elastic

scattering probabilities for PW91-PES and RPBE-PES shown in section 3.3. Fig. 3.3.6 shows that PW91-

PES calculations trend to yield higher vibrational deexcitation probabilities than RPBE-PES for every

incidence energy. In fact, RPBE-PES calculations do not yield any vibrational inelastic scattering. Reaction

barriers predicted by PW91-PES are systematically lower than those predicted by RPBE-PES[ 83] (see also

Fig. 3.4.3). Therefore, the classical turning points in the former case are expected to be distributed at lower

Zscat values than those from the later one, i.e. for the PW91-PES the molecules are able to sample closer

zones on the surface. Fig. 3.4.4 corroborates this statement. Trajectories moving along the RPBE-PES are

scattered 0.5 ∼ 1 Å farther away than trajectories moving across the PW91-PES. Thus, they cannot reach

zones with high V-T coupling, and vibrational deexcitation is not expected. At that point, we have to remark

that the Z-distribution of classical turning points calculated using the RPBE-PES do not present two peaks

as in the case of PW91 calculations, not even at 230 meV of incidence energy. Hence, a prominent role of

scattering over top-site is not expected in the former case. This can be seen from Fig. 3.4.5, where we have

plotted XcmYcm-distribution of H2(vi = 1, Ji = 1)/Cu(111) (panels A, B) and D2(vi = 1, Ji = 2)/Cu(111)

(panels C, D) classical turning points for PW91-PES (panels A, C) and RPBE-PES (panels B, D) at

Ei=230 meV. Fig. 3.4.5 not only shows that RPBE-PES classical turning points (panels B, D) are not

preferentially distributed close to the top-site for either isotopes, but that they are concentrated near to

the bridge-site. This means that the probability of a given molecule (H2 or D2) to be scattered from a

RPBE-PES top-site is much lower that being scattered from a bridge-site. In the case of PW91 classical

turning points, Fig. 3.4.5 (panels A, C) shows the contrary scheme: top-site scattering is clearly enhanced

to the detriment of the bridge-site one for both isotopes.
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Figure 3.4.4: Distribution of classical turning points (Zscat) of the molecules scattered from the SRP-PES (solid
white bars), PW91-PES (solid blue bars) and RPBE-PES (solid red bars). (a) H2(v = 1, J = 1), Ei=80 meV; (b)
H2(v = 1, J = 1), Ei=230 meV; (c) D2(v = 1, J = 2), Ei=80 meV; (d) D2(v = 1, J = 2), Ei=230 meV.
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Figure 3.4.5: Similar study to Fig. 3.4.2, but for H2(v = 1, J = 1)/Cu(111) PW91-PES (A), H2(v = 1, J =
1)/Cu(111) RPBE-PES (B), D2(v = 1, J = 2)/Cu(111) PW91-PES (C) and D2(v = 1, J = 2)/Cu(111) RPBE-PES
(D) at 230 meV of incidence energy.

In order to support the idea that the top-site scattering is enhancing the vibrational deexcitation pro-

cess, we have also performed a classical turning point analysis only for those H2 molecules that are being

vibrationally deeexcited to the v=0 state (Fig. 3.4.6). In Fig. 3.4.6, we can see a dramatic decrease of

the number of vibrationally deexcited molecules depending on the PES that was used for the calculations.

The PW91-PES (panel A) presents the major ratio of deeexcited H2molecules, followed by the SRP-PES

(panel B) and RPBE-PES (panel C), where �nally, we cannot �nd any deexcited molecule. This behavior is

related with the barrier heights predicted by these PESs and it has been already explained above. What is

important on Fig. 3.4.6, is the distribution of the classical turning points: all the vibrationally deexcited H2

molecules, if present, were scattered close to the top-site (panels A, B). This result reinforces our hypothesis

that the higher vibrational deexcitation e�ectiveness found theoretically in H2/Cu(111) is due to the higher

number of incident H2 molecules that are scattered over the top-site, close to the surface, compared to D2.

A similar �gure to 3.4.6 cannot be done for D2/Cu(111) because at 230 meV of incidence energy there is

not any vibrational deexcitation phenomena for any DFT-PES used in this work.

Classical calculations can be also employed to analyze rotational distribution of scattered trajectories.

In Fig. 3.4.7 we have plotted the distribution of classical turning points (Zscat) as a function of θ, which is

the angle between the rotational axis of the molecule and the XY-plane (see section 1.3.1), for H2/Cu(111)

using the 3 PES considered in this work (PW91, RPBE, SRP). From Fig. 3.4.7, we can see that molecules

which are scattered closer to the surface (low z values) trend to have a rotational axis perpendicular to the

XY-plane (θ ≈ 90o). This way of rotating is known in the literature as the helicopter state (|mj | = J), which
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lations. Panel C: RPBE-PES calculation.

is the one presenting the lowest reaction barriers on average, due to the lower repulsive steric interaction

with the surface[ 25;76]. Thus, it is reasonable that molecules which are able to get closer to the surface are

oriented this way (helicopter). From the comparison of Fig. 3.4.7 and Fig. 3.4.4 (panels a, b), focusing only

in H2 results, it is clear that the concentration of helicopter-scattered molecules close to the surface belong

to the top-site scattering peak that appears in the Z-distribution analysis (Fig. 3.4.4). In those cases where

this peak is low or is not present (RPBE-PES at Ei=80 meV and Ei=230 meV, or SRP-PES at Ei=80 meV

) we can slightly see the described orientational preference. In Ref. [76], it was reported that there is a

higher proportion of helicopter state reaction on top-site compared to other high-symmetry surface zones

(bridge, hollow) for H2/Cu(100) system. Our rotational analysis corroborates this phenomenon also for the

Cu(111) surface.

Rotational analysis of classical turning points (Fig. 3.4.7) shows that the θ DOF plays an important role

on the dynamics of H2(D2)/Cu(111) system. Only those molecules whose molecular axis is parallel or near

parallel to the copper surface (θ ≈ 90o) can reach close to the surface and be scattered from the top-site

(see Fig. 3.4.7 and Fig. 3.4.4). As the molecules are initially random-oriented, these results suggest that

molecules should be reoriented in their way in order to approach to the surface. In order to deeply study this

phenomenon we have performed an exhaustive analysis of the H2 classical trajectories as a function of Z,

for 230 meV, where rotational e�ects should be more visible (see Fig. 3.4.7, panels d, e, f). From rotational

distributions presented on Fig. 3.4.8 (A upper graphics), we can see that molecules which will be re�ected

close to the surface (solid red lines) are being slowly reoriented favoring helicopter states as they approach

to the surface. It is also clear from the their XY-distribution (C bottom graphics), that these molecules are

initially distributed close to the top site (red crosses, Z=5.5 panel) if we project them on the IWS-cell. The

rest of the molecules, which are re�ected farther from the surface (A upper graphics, dashed blue line), trend

to lean their rotational axis up to approximately 300(150o is equivalent by symmetry) from the XY plane

when they are 2.5 far from the surface. Regarding their XY-distribution (Fig. 3.4.8, C graphics), they do

not present any initial XY-position preference (blue crosses, Z=5.5 ). These results manifest the importance

of letting H2(D2) molecules rotate, i.e. the need for a multidimensional description of the system. The

molecular reorientation minimizes the repulsive interaction with the surface, which allows the molecules to

sample deeper zones of the PES. This phenomenon cannot be simulated by low dimensional models. Thus,

our analysis allows us to understand why Luntz et al.[ 80] could not reproduce the isotope e�ect seen in

the experiments[ 40;41] using the BOSS model. In their simulations, in addition to the lack of the top-site
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sampling, the scattered H2(D2) molecules experimented higher average reaction barriers due to the lack of

reorientation and were re�ected farther from the surface, where V-T energy transfer is not e�cient.
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Figure 3.4.8: For each panel: (A) θ-distribution of scattered molecules that will reach closer to the surface (solid
red line) and those that will be scattered farther (dashed blue line); (B) Zscat-distribution of classical turning points
(same as Fig. 3.4.1 panel b), the red line indicates the distance between incident molecules and the surface; (C)
XY-distribution for scattered molecules that will reach closer zones to the surface (red points); (D) molecules that will
be scattered farther. Top left panel: analysis for H2(v = 1, J = 1), Ei = 230 meV, Z=5.5 . Top right panel: analysis
for H2(v = 1, J = 1), Ei = 230 meV, Z=2.5 . Bottom left panel: analysis for H2(v = 1, J = 1), Ei = 230 meV, Z=2.15
. Bottom right panel: analysis for H2(v = 1, J = 1), Ei = 230 meV, Z=1.65 .
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SECTION: 3.5

Conclusions

We have performed adiabatic and non-adiabatic six-dimensional (6D) quasi-classical (QC) dynamics calcu-

lations of vibrational survival and the rotational excitation (and deexcitation) probabilities for H2 (vi =1, Ji
=1) and D2 (vi =1, Ji =2) scattering from Cu(111). The accuracy of our QC calculations have been tested

via a comparison with adiabatic quantum (Q) dynamics, that shows a qualitative good agreement between

both Q and QC adiabatic results. We have shown that both 6D adiabatic and non-adiabatic calculations

reproduce qualitatively the experimental isotope e�ect reported in Refs. [40;41] for the Cu(100) surface,

according to which vibrational survival probabilities decrease with collision energy, the decrease being more

pronounced for H2 than for D2. Our non-adiabatic calculations slightly change quantitatively the results

obtained with the adiabatic model, therefore, our work support the idea that the loss of energy to electron-

hole (e-h) pair excitations do no play a major role in the vibrational deexcitation of H2 and D2 scattering

from Cu(111).

Taking advantage of our classical trajectories study, we have shown that molecules which get closer to

the surface, scattered near the top-site, are responsible for vibrational deexcitation scattering. For these

molecules, the high curvature of the reaction path in front of the barrier enhances the energy transfer from

vibration to translation, favoring vibrationally inelastic processes. We have also shown that the probability

for a molecule to approach the top-site is higher for H2 than for D2, which explains the isotopic e�ect found

in the experiment.

Now the question is: why do more H2 molecules hit to top site? This phenomenon is linked to vibrational

softening, i.e., to the adiabatic energy transfer from the vibration to the translation mode. Vibrational

energies of H2 are 1.4 times larger then vibrational energies of D2, thus the energy transfer is expected to

be higher for H2 (more energy available) than for D2, i.e., H2 molecules may have more energy to get closer

to the barriers than D2. This seems to be the reason why on average more H2 molecules are scattered from

the top site.

Results presented in this work also emphasize the importance of carring out high dimensional dynamics

calculations, i.e. including at least all the molecular degrees of freedom (DOF), to understand the underlying

physics behind H2(D2)/Cu interaction. Low dimensional calculations that only consider the reaction path

containing the lowest energy barrier cannot describe a process that occurs in any other site, as shown in our

analysis.
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APPENDIX A

Incremented friction coe�cients study

In order to assure that the in�uence of non-adiabatic e-h pair excitation processes introduced in the simu-

lations within the LDFA is not very sensible to the way the friction coe�cients are de�ned, we have carried

out some calculations with unphysical high friction coe�cients. These new coe�cients are ten times higher

than the ones calculated in Ref. [74], which are the same that we have used in section 3.3. With this study,

we want to reinforce the idea that the LDAF is not introducing any artifact in our calculations and that we

should lead to the same conclusions even with a di�erent de�nition of the friction coe�cients (see sections

3.5 and 2.4).

From Figs. A.1.1, A.2.1 and A.3.1 we can see that the elastic-scattering channels H2(v=1, J=1)→(v=1, J=1)

and D2(v=1, J=2)→(v=1, J=2) slightly change from the adiabatic picture to the augmented friction coe�-

cients study. The vibrational deexcitation channels H2(v=1, J=1)→(v=0, J=1) and D2(v=1, J=2)→(v=0, J=2)

are clearly enhanced in the non-adiabatic calculations. The rotational excitation probabilities H2(v=1,

J=1)→(v=1, J=3) and D2(v=1, J=2)→(v=1, J=4) decrease in the non-adiabatic picture respect to the

adiabatic calculations. It is also evident that augmented non-adiabatic calculations disfavor dissociative

adsorption probabilities as it could be expected (the dissipative force extracts energy from the molecular

DOFs and the molecules cannot overcome the reaction barriers). We can see these tendencies no matter the

PES we have used to run the dynamics: the PW91, the RPBE or the SRP one.

What we have to keep in mind from this study is that even using unphysical augmented friction

coe�cients, the global vibrational survival probabilities, i.e. H2(v=1, J=1)→(v=1, ΣJ) and D2(v=1,

J=2)→(v=1, ΣJ), and the elastic scattering probabilities do not change qualitatively respect to the adi-

abatic calculations (which are the main properties where we can see the isotope e�ect). It is only changing

the weight of the �nal rovibrational channels. This supports two main ideas:

� Non-adiabatic e�ects do not play a major role in the isotope e�ect found in the experiment.

� The conclusions obtained from the comparison of non-adiabatic and adiabatic calculations are not an

artifact of the LDFA model.
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SECTION: A.1
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Figure A.1.1: H2(v=1, J=1)/Cu(111) (A, B) and D2(v=1, J=2)/Cu(111) (C, D) rovibrational elastic and inelastic
probabilities as a function of incidence energy calculated with the PW91-PES. For each panel: (A, C) adiabatic
calculations; (B, D) non-adiabatic calculations with augmented friction coe�cients.
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SECTION: A.2

Rovibrational channels: RPBE-PES
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Figure A.2.1: H2(v=1, J=1)/Cu(111) (A, B) and D2(v=1, J=2)/Cu(111) (C, D) rovibrational elastic and inelastic
probabilities as a function of incidence energy calculated with the RPBE-PES. For each panel: (A, C) adiabatic
calculations; (B, D) non-adiabatic calculations with augmented friction coe�cients.
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SECTION: A.3
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Figure A.3.1: H2(v=1, J=1)/Cu(111) (A, B) and D2(v=1, J=2)/Cu(111) (C, D) rovibrational elastic and inelastic
probabilities as a function of incidence energy calculated with the SRP-PES. For each panel: (A, C) adiabatic
calculations; (B, D) non-adiabatic calculations with augmented friction coe�cients.
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� Article: A. S. Muzas, J. I. Juaristi, M. Alducin, R. Díez Muiño, G. J. Kroes and C. Díaz. �Vibrational

deexcitation and rotational excitation of H2 and D2 scattered from Cu(111): Adiabatic versus non-

adiabatic dynamics�, Journal of chemical physics (submitted).

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

� Presentation: �Vibrational deexcitation and rotational excitation of H2 and D2 upon scattering from

Cu(111): Adiabatic versus non-adiabatic dynamics�. Department seminar for the Theoretical Chem-

istry group in Leiden Institute of Chemistry (Faculty of Science).
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