
MÁSTERES 
de la UAM

Facultad de Ciencias /12-13

Attosecond 
interferometric 
spectroscopy of 
DES in helium
Álvaro Jiménez Galán

Máster en Química 
Teórica y Modelización 

Computacional



“What I cannot create, I do not understand.”

Richard P. Feynman



Acknowledgements

This work would have never been possible without the effort, support, passion and knowl-

edge of my supervisor. Luca, thank you for your teaching, for your endless patience, for

being always accessible and kind and, most of all, thank you for making me love this

work. The devotion and enthusiasm you transmit has been a constant motivation for

me these last two years.

I also want to thank deeply my boss, Fernando Mart́ın, for the confidence he deposited in

me at the beginning, giving me the chance to work in this wonderful group. The clarity

in all of his classes and his explanations have been an enormous source of inspiration for

me.

I want to acknowledge as well the wonderful people I met at my stay in Paris. In par-

ticular, Prof. Alfred Maquet, Prof. Richard Täıeb and Dr. Jeremie Caillat for their
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Chapter 1

Introduction

Imagine an extraterrestrial race that wants to study and control the human behaviour.

Now imagine that this extraterrestrials can only interpret the images that get to their

brains not in a time scale of several milliseconds like us, but of thousands of years. It is

clear that this outer world race will know very little of our everyday life, and can seldom

alter the course of our lives. If this race wants to study us in detail and ultimately con-

trol us, it needs to operate in our time scale. This is more or less what happens between

electrons and us. The characteristic beating period of the ground state (1s) and first

excited state (2p) of hydrogen is T = 2π/ω2p−1s = 24 attoseconds. Electrons, thus, move

in the time scale of attoseconds. Seven attoseconds are to one second what one second

is to the age of the Earth. In our time scale, it is impossible to have a deep knowledge

of how electrons move, they are just too fast. We still can affect the electron motion

by perturbing it at uncontrolled stages of its evolution. In this case, we will still be

able to see a final effect induced by such incoherent perturbation (the asymptotic limit).

However, we will be unable to monitor or alter any given intermediate passage selec-

tively. It is the information in these intermediate steps that has only recently started to

be revealed with the advent of the so-called attosecond physics. Needless to say that a

deep understanding of these dynamics will be essential to achieve control over electrons

in atoms, molecules and nanodevices.

Ever since its theoretical explanation in 1905 [1], the photoelectric effect has been a major

tool to study the structure and properties of atoms and molecules. Ordinary spectro-

scopic techniques in the stationary regime have been able to provide many information

on electron dynamics interacting with light at an unprecedented level of detail thanks

to high resolution x-ray sources [2] used in conjunction with advanced photofragment

detection techniques such as velocity map imaging (VMI) [3] , COLTRIMS [4], time of

1



Chapter 1. Introduction 2

flight detectors (TOF) [5] or magnetic bottle coincidence spectrometers [6]. Observables

such as the position and width of resonant peaks, for example, which indicate the en-

ergy and lifetime of transiently bound states, can be accurately measured. With these

techniques it is also possible to retrieve molecular structure by exploiting effects such

as Cohen Fano interference [7, 8] and intramolecular scattering [9, 10]. Such stationary

methods, however, which rely on one-photon processes, cannot give a complete picture

of the electron dynamics. This is because the full quantum mechanical information of a

particle’s dynamics is encoded not only in the absolute value of the wave function, but

also in its phase, while one-photon time independent techniques are insensitive to the

relative phases of transition amplitudes; hence, any information on coherent dynamics is

lost. To recover this information, therefore, it is necessary to go beyond the absorption

of a single photon and consider multiphoton or even non-perturbative processes instead.

Furthermore, to extract any meaningful information on the phases of the system, the

spectral and phase properties of the electromagnetic radiation used to induce the radia-

tive transitions need to be fully characterized to start with. Lastly, these multiphoton

transitions must occur on a time scale comparable to that of the electronic movement

they are meant to highlight. All of these requisites are realized by novel attosecond

pump-probe techniques [11].

1.1 Generation of attosecond pulses.

Electromagnetic pulses with the aforementioned characteristics have become accessible

with the advent of phase-locked pulsed lasers like Ti:Sapphire [12]. These lasers are able

to produce coherent light pulses at intensities of the order of I = 1016 W/cm2. When an

atom or molecule interacts with electromagnetic fields that reach intensities comparable

to the coulomb force that binds the electron in the atom (I ≈ 1a.u.= 3.509·1016W/cm2),

a series of short and energetic electromagnetic pulses are created. This process is known

as high harmonic generation [13], and it can be described classically with the three-

step model [14]. According to the model, in the first step, the intense electromagnetic

field distorts the Coulomb attractive potential, creating a barrier through which the

electron can tunnel to the continuum. In the second step, the free electron is driven

apart from the ion by the external field; as the field changes sign, the electron can invert

its trajectory and be driven back to the ion, gaining a large kinetic energy. Lastly, the

electron recollides with the initial parent ion, liberating the acquired energy in the form

of a short electromagnetic pulse. This process is repeated every half period of the field,

so that a coherent series of pulses are created. These pulses are separated by half the

period of the electromagnetic field, thus forming a train of pulses, each with a duration
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that is a small fraction of the field period. Due to the even spacing and alternating sign

of the pulses in the train, only odd harmonics of the initial electromagnetic frequency

are created. The intensity of the high harmonic spectrum reaches a plateau up to a

maximum energy of E = 3.17Up + Ip, where Up is the ponderomotive energy of the

field and IP is the ionization potential of the atom or molecule. After the plateau, the

spectrum drops off exponentially. The ponderomotive energy Up, which is the mean

kinetic energy of a free electron in the external field, is related to the field amplitude

E0 and frequency ω through the expression Up = E2
0/4ω. The access to infrared pulsed

lasers with intensities on focus as high as 1015 W/cm2 and a duration of 5 to 30 fs [15]

permitted to generate short trains or even isolated extreme-ultraviolet (XUV) pulses

with a duration of the order of 100 as [16, 17]. Such characteristics make high harmonic

generation an ideal candidate to study electronic excitation and ionization in atoms and

molecules (XUV range) at their intrinsic timesecale (attoseconds). This is done with

pump-probe techniques, in which both the generating IR laser and the XUV pulse (or

pulse train) are used in conjunction. In these techniques, after the generation process,

the XUV field is separated from the IR laser field, while a replica of the latter travels

through an alternative optical path with a controllable time delay with respect to the

path followed by the high harmonic light. In this way, it is possible to subsequently

collimate the XUV and the IR pulses with any desired time delay within an accuracy of

few attoseconds. Application of these technique lead, to name a few, to the first movie

of valence shell excited electronic states [18], to the time resolved study of the Auger

cascade following the core ionization of rare gases [19, 20], to the monitoring of valence

shell electron motion in Krypton ions [21] or to steer electronic motion [22, 23].

High harmonic generation is not an easily reproducible process. In particular, it is not

granted that the high harmonics generated in the recollision combine to form an APT.

For this to occur, the individual harmonics of the pulses must be in phase at some point in

space and time (see Fig.(1.1)), and this circumstance cannot be ascertained by looking at

the one-photon ionization spectrum alone, which only provides a measure of the intensity

of the harmonics. Even if by virtue of the recollision mechanism, the harmonics are

initially generated in phase, when the radiation passes through the filter in order to cut

the lower frequency components and isolate the XUV frequency, the harmonics can lose

their synchronization. To characterize the coherent pulse-train nature of the radiation,

techniques such as frequency resolved optical gating (FROG) [24] and reconstruction

of attosecond beating by interference of two photon transitions (RABITT ) [25] were

proposed. This latter technique proved useful not only to characterize high harmonic

radiation, but also to study the electron dynamics. Indeed, RABITT forms the basis of

the interferometric photoelectron techniques we devised in this thesis to investigate the

ultrafast response of correlated electron dynamics to external pulses. Thus, the following



Chapter 1. Introduction 4

is devoted to illustrate this technique and how it can be used to extract information on

radiative transitions in matter.
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Figure 1.1: Schematic representation of an APT (a) and of its harmonic composition
(b). When the harmonics are all in phase at a given point along their trajectory, they
interfere constructively giving rise to a localized attosecond pulse (t=0). At a distance
of half an IR cycle TIR/2 in either space of time from this maximum, all the harmonics
will be in phase again but with opposite sign, thus giving rise to a second attosecond
pulse which is the mirror image of the first one with respect to the horizontal axis. At

t = TIR/4, all harmonics vanish and so does the train.

1.2 Attosecond pulse metrology.

1.2.1 Attosecond pulse trains. The RABITT technique.

In this technique, the isolated attosecond pulse train is superposed, with a controlled

time delay, to a weak replica of the IR pulse used to generate it and employed to ionize

a rare gas. Due to the weakness of both the XUV train and the IR pulse, the ionization

process can be described at the level of the lowest order perturbation theory.

In absence of the IR, the XUV train alone will create a series of odd harmonic peaks at

the photoelectron kinetic energies (2n + 1)ωIR - IP. This is a one-photon process and

can be accounted for with a first order perturbative approach.

When the IR is present, two photon transitions corresponding to the absorption of
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Figure 1.2: The four lowest-order two-photon transition amplitudes that give rise
to the sideband 2n in the RABITT scheme. Since both the absorption and stimulated
emission of one photon carry the phase of the corresponding field, but with opposite
signs, interference terms of the form A∗

1,2A3,4 + C.C. oscillate as 2ϕIR = 2ωIRtd, where
td is the time delay between the IR pulse and the APT.

one XUV photon and to the exchange of one IR photon take place. As a consequence,

photoelectron signals at energies 2nωIR - IP, the so-called sidebands, also appear. These

sidebands are related to both the relative phase of the harmonics in the XUV train and

to the intrinsic phases of electronic transitions involved.

Following standard lowest-order time-dependent perturbation theory [26], the total

two-photon transition amplitude A(2)
2n giving rise to the sideband 2n in the RABITT

pump-probe scheme is the sum of the amplitudes for the four diagrams depicted in

Figure 1.2, and can be readily written as

A(2)
2n = A1 +A2 +A3 +A4 =

≈ π

2i
(A2n−1AIRM2n−1 +A2n+1A

∗
IRM2n+1) δT (E − ωg − 2nω).

(1.1)

In (1.1) we introduced the two-photon transition matrix elements M2n±1 for the ab-

sorption of the 2n± 1 harmonics,

M2n±1 = 〈E|P
[
G+

0 (ωg ∓ ω) +G+
0 (ωg + ω2n±1)

]
P |i〉. (1.2)

where |i〉 is the initial state of the atom, |E〉 is a final state in the continuum with

appropriate symmetry, G+
0 (ω) = (ω−H0 + i0+)−1 is the retarded resolvent of the field-

free atomic hamiltonian, and P is the total electronic canonical momentum along the

field polarization axis (we assume collinear polarization for all the external fields). The

two-photon transition matrix elements are complex quantities; their argument is known

as atomic phase, ϕAt
n = argMn. The factors AIR and A2n±1 are the peak amplitude of

the vector potential of the IR and of the two harmonics. Finally, the special function
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δT (ω) is defined as

δT (ω) =
sinωT/2

πω
, lim

T→∞

2π

T
δ2
T (ω) = δ(ω). (1.3)

The integral transition rate to a given sideband 2n, therefore, is given by

W(2)
2n =

1

T

∫
dE

∣∣∣A(2)
2n (E)

∣∣∣2 =
π

8
|A2n−1AIRM2n−1 +A2n+1A

∗
IRM2n+1|2 . (1.4)

If we use the attosecond pulse train as a reference to define the temporal scale, and

thus keep it fixed with respect to the time delay, then the phases of the harmonics field

amplitudes do not change with the time delay, while the phase of the IR, which we can

here assume to be very long, is linear with the time delay:

A2n±1 = |A2n±1|e−iφ2n±1 , AIR = |AIR|e−i(ϕIR,0+ωτ). (1.5)

Inserting these latter parametrizations in the expression (1.4) for the transition rate to

the sideband, and expressing the module of the vector potential amplitude in terms of

the photon flux Φ

|A| =
√

8πΦc

ω
, (1.6)

we finally get

W(2)
2nω =

8π3

ωIR

ΦIR

{
Φ2n−1 |M2n−1|2 + Φ2n+1 |M2n+1|2 + (1.7)

+ 2
√

Φ2n−1Φ2n+1 |M2n−1M2n+1| cos
[

∆φ2n + ∆ϕAt
2n − 2 (ϕIR,0 + ωIR τ)

]}
,

where ∆φ2n ≡ φ2n+1 − φ2n−1 and ∆ϕAt
2n = ϕAt

2n+1 − ϕAt
2n−1. If the properties of the

ionization continuum do not change much across the energy span of few ω’s, as it is

generally the case for rare gases in the energy region far from the ionization threshold,

on the one side, and far from autoionizing states, on the other side, then the two integrals

M2n+1 and M2n−1 are similar both in absolute value and in phase. In particular, the

atomic phase can be accurately linearized across the whole energy interval: ϕAt
2n−1 −

ϕAt
2n+1 ' 2ωIR∂Eϕ

At
E . As a result, the phase of the sideband can be written as

Φ2n = φ2n+1 − φ2n−1 − ϕIR,0 − 2ωIR∂ϕ
At
E /∂E. (1.8)

Both the absolute value of the IR phase and the (typically small) value of the atomic

phase change are unknown constants. If these constants are known, then the individual

differences φ2n+1 − φ2n−1 can be determined and, from these, by means of an inverse

discrete Fourier transform, the envelope of each pulse within the train can be determined.

Even if the absolute value of the IR phase or the energy derivative of the atomic phase
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are unknown, it is still possible to determine the average shape of the envelope of an

attosecond pulse in the train, and in particular its duration, from all the values of

Φ2n − Φ2n−2.

RABITT spectroscopy was first used to characterize the structure of the attosecond train

by assuming slowly varying continuum-continuum atomic matrix elements [27–29] and,

in turn, devise manipulation techniques to minimize the duration of individual pulses

[30, 31]. Alternatively, one can assume that the pulse characteristics are known and use

RABITT to extract information on the underlying electron dynamics instead. This latter

approach has already been applied to study the role of discrete intermediate states in the

two-photon single ionization of helium [32] and that of intershell correlation effects in

the valence photoionization of argon [33]. Therefore, the RABITT technique lends itself

naturally to the study of radiative transitions within the ionization continuum which

are not easily accessible with standard stationary photoelectron spectroscopies.

1.2.2 Single attosecond pulses. Streaking.

With the most recent experimental advances in laser technology, it is now possible to

generate isolated single attosecond pulses (SAP) [16, 17, 34]. SAP provide access to a

method to study atomic and/or molecular ionization dynamics called streaking, which

consists in the photoionization of atoms or molecules by a single attosecond pulse in the

presence of an intense IR field. As opposed to the perturbative regime in which RABITT

works, streaking techniques are in the so-called strong field regime. Interpretation of the

results now comes from a purely classical picture, or from non-perturbative quantum

models such as the strong field or soft photon approximations. The idea of the technique

is the following: a single attosecond XUV pulse ionizes the sample, populating a wide

energy spectrum. When the IR is present, the photoelectrons will receive a momentum

shear proportional to the vector field of the IR, according to the classical formula ∆~p =

−α ~AIR(t). Depending on the time delay between the two pulses, the momentum shift

will have different values. In this way, one can achieve control over photoelectron ejection

processes [22, 35].

1.3 Atomic and molecular attosecond spectroscopy.

In the past years, attention has shifted from the creation of novel ways to obtain and char-

acterize attosecond pulses towards the use of these pulses to monitor and control electron

dynamics, following the path of what was done with reaction dynamics in molecules with

femtosecond lasers [36–38]. Part of the electron dynamics can be understood with single

particle approximation methods. However, a lot is governed by electron correlation,
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which occurs in the timescale of attoseconds. One of the most dramatic evidence of

such correlation is autoionization, the process in which electron interaction leads to the

spontaneous emission of one electron from a transiently bound state.

1.3.1 Autoionizing states.

Autoionizing states have been the subject of extensive investigation since Madden and

Codling reported the asymmetric profile of helium doubly excited states in the first

energy-resolved x-ray photoabsorpion spectrum recorded using synchrotron radiation,

a pioneering experiment which signed the birth of modern photoelectron spectroscopy

[39]. Several years before, Fano had developed a model [40, 41] in which he explained

the asymmetric profiles seen by Madden and Codling as interferences between two

one-photon paths, one direct (ground-continuum) and another indirect (ground-bound-

continuum). Synchrotron radiation gave access to the study of one-electron processes

with unprecedented detail; the width and energy of several autoionizing states have

been firmly established. Due to the characteristic properties of synchrotron radiation

(incoherent highly monochromatized pulses with a duration of several picoseconds), the

majority of available studies involving doubly excited states are based on one-photon sta-

tionary processes. With the advent of the highly intense laser technology, some authors

addressed the problem of multiphoton transitions involving autoionizing states when in

the presence of such strong laser fields [42]. These studies, however, are mostly based

on formalism appropriate to long and/or incoherent laser fields which are not readily

applicable to the recent time resolved techniques described in the previous section.

1.3.2 Correlation and photoejection time delays.

One important aspect that so far can only be studied with time resolved spectroscopy

is photoejection time delays, i.e., the time it takes an electron to be ejected from a

given localized state of the atom after absorbing a photon [43]. Photo-ejection time de-

lay has gained much prominence lately due to its connection with electronic correlation.

Schultze et al. conducted an attosecond streaking pump-probe experiment in which they

measured the difference in the ejection time delay between the 2s and 2p shells of neon,

finding that when the electron is released from the latter, the process takes 20 as longer

[44]. Part of this delay is associated to the effective potentials the electron feels, and can

be accounted for already in the independent particle approximation. Part is induced by

the measurement itself, which uses a strong infrared field that perturbs the electron dy-

namics. Even when these effects are taken into account, though, a considerable residual

delay remains. One possible cause of the time delay not explained by the single particle
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approximation is the relaxation process that the non-ejected electrons undergo when

one of the electrons is removed. This relaxation consists on a fast rearrangement of the

electrons in the atom (normally of the order of few tens of attoseconds) [45]. When the

ejection of the photoelectron takes place on a timescale comparable to the relaxation

time, the two processes can influence each other: in figurative terms, the rearranging

electrons kick out the photoelectron. This dynamical correlation can be measured as a

time delay in the photoelectron emission.

In streaking, the time delay is measured as the separation between the baricenter of the

photoelectron signals from different shells. In the case of rare gas ionization, however,

the RABITT technique also proved useful to measure photoemission time delay. In

this case, the time delay can be related to the atomic phase of the sideband signal as

τat = φat2n/2ω. There is a close relation with the time delay measured in this way, the

photoejection time delay and the time delay [43, 46, 47] experienced by a particle in

elastic scattering. The latter is known as Wigner time delay, which is proportional to

the derivative of the scattering phase shift with respect to energy and is thus a field-

free quantity. In the case of uncoupled channels and under the assumption that all the

relevant atomic matrix elements change smoothly across the energy separation between

two sidebands, it has been shown [48] that the time delay τat recorded with the RABITT

technique incorporates two contributions, τat = τW + τCC , the Wigner time delay τW

of the one-xuv-photon ionization and an additional continuum-continuum term τCC due

to the exchange of a photon between the atom and the IR field.

So far, most of the investigation on continuum-continuum transitions and photo-ejection

time delays concentrated on energy regions where metastable states did not appear.

However, transiently bound states are an important aspect of ionization dynamics and

their influence on two photon transitions in the continuum and on photo-ejection time

delays is still widely unexplored. Occasional discrepancies between existing experimental

data and state-of-the-art theories for poly-electronic atoms [33, 49] indicate that accurate

ab-initio investigation of smaller systems are still required to shed light on the relation

between electronic correlation in the continuum and time delay. Helium is an ideal

candidate in this respect, because it features most of the aspects of electronic correlation

while permitting a virtually exact treatment from both a perturbative time-independent

and a time-dependent point of view. In fact, a few works in these directions have

already made their appearance in the literature [50–52]. Secs.3.5.1, 4.2.4.1 and 4.2.4.2

of this thesis will be devoted to investigate the effect of autoionizing states on the

photoejection time delay in helium. It should be emphasized that the temporal features

of the photoeffect indicated above, associated to either single particle or to correlated

dynamics, are general. Most of the conclusions drawn for helium can thus be extended
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to other multielectronic atoms. In larger systems, of course, many-body effects not

observed in helium (e.g., Auger cascades) may appear as well.

1.4 Aim and outline of the thesis.

This thesis is aimed at explaining the coherent and time-resolved correlated electron

dynamics in helium that are triggered, monitored and controlled with modern attosec-

ond laser technologies. In particular, we propose the validity of the novel attosecond

techniques previously described to analyze the role of autoionizing states in two-photon

transitions in the continuum. We do so in two ways: with ab-initio calculations that

come out from the exact numerical solution of the Time Dependent Schrödinger Equa-

tion [53], and with simplified models.

To isolate the background single-particle effects from those with many-body character,

we extended the soft photon model [54], which is based on a single particle approxi-

mation, to treat realistic pulses both for streaking and RABITT techniques. With this

tool, we studied in detail several effects of these techniques that could possibly lead to

unexpected results, such as the pulse duration or the intensity of the fields. In this way,

when the model is compared to the full ab-initio result, we can fully isolate the effects

due uniquely to electronic correlation.

We then propose the RABITT technique as a valid candidate to give insight on the role of

autoionizing states in continuum-continuum transitions by extracting information from

the sideband phases in the photoelectron spectrum.

Finally, a parametrized model was developed that permits us to quantitatively predict

the transition matrix elements of continuum-continuum transitions involving autoion-

izing states and relate it with a physical observable, i.e., the phases of the sidebands

in the RABITT spectrum, which, as we mentioned, can be linked to the photo-ejection

time delay. Used in conjunction with the experiment, this model will help shed light on

correlated dynamics in the continuum.

The simulations were particularized to the multiphoton transitions occuring in the single

ionization channel of the helium atom as a consequence of the interaction with a per-

turbative extreme ultraviolet (XUV) pulse or pulse train and an intense infrared (IR)

field. Both pulses were used in conjunction and time delayed accordingly in order to

reproduce the features of the pump-probe experiments described.

This thesis is structured as follows. In Chapter 2, we give an overview of the helium

atom, introducing the hamiltonian of our system, and we describe the main character-

stics of the ab-initio code used. Chapter 3 focuses on the description of the models

that were developed: the extensions of the soft photon model and the two photon per-

turbative model with intermediate autoionizing states. Chapter 4 is dedicated to the
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analysis of some characteristic attosecond pump-probe processes reproduced with direct

ab-initio simulations and interpreted with the help of simplified models. Finally, we

draw conclusions and future prospects and aims of this work.



Chapter 2

Ab-initio theory

“... it may happen that small differences in the initial conditions produce very great

ones in the final phenomena. A small error in the former will produce an enormous

error in the latter. Prediction becomes impossible, and we have the fortuitous

phenomenon.”

[H. Poincaré, 1903]

Helium is the second lightest element and the smallest system featuring electronic corre-

lation. Composed of two electrons and a nucleus, it has been a benchmark for correlation

studies due to the fact that it is one of the few systems that can be solved numerically

in a virtually exact way. Theoretical support can thus be used to explain accurately

the different features seen in spectroscopic measurements and which are characteristic

of a many-body system, like Auger decay and multiple-channel opening. Furthermore,

helium is the quantum paradigm of the three body system, which is a non-integrable

and, thus, classically chaotic system. Numerical methods are hence necessary for a full

solution of an interacting three-body-system helium. If we neglect the interaction be-

tween the two electrons, the helium energy spectrum will be given by the sum of the

spectra of two independent hydrogen atoms with an effective nuclear charge Z = 2. In

particular, the bound part is

EN,n = −Z
2

2

(
1

N2
+

1

n2

)
. (2.1)

where N = 1, 2, . . ., and n = N,N + 1, . . . are the principal quantum number of the two

electrons, while the branches of the single-ionization continuum are

EN,ε = −Z
2

2

1

N2
+ ε. (2.2)

12
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The smallest quantum number N indicates the principal quantum number of the He+

parent ion, while n indicates the excitation level of the outer electron. The non-

interacting bound states thus form Rydberg series converging to the ionization thresholds

of the He+ ion, in analogy with hydrogen. In (2.1), the energies below the N = 1 thresh-

old in particular, correspond to singly excited states, in which one electron remains in

the ground state and the other electron is excited into a higher bound state. In absence

of electronic repulsion, the 1Se ground-state energy is -4 a.u., well below the well-known

Hartree-Fok limit of -2.86168 a.u. The huge difference between the two numbers is due

to the mean interelectronic repulsion. In the presence of electron interaction, singly

excited states can be treated as hydrogenic states in which the excited electron feels an

asymptotic effective charge of Zef. = 1 due to the shielding effect of the core electron.

However, due its quantum nature, the electron can penetrate this shielding barrier. As a

result of this short-range interaction, the energy levels are collectively shifted with their

energy corrected by a quantity known as the quantum defect µ,

En = − 1

2(n− µ)
, (2.3)

which accounts for this effect.

Let us consider now the Rydberg series in the non-interacting electron model converging

to the higher thresholds. Due to the large value of the first excitation energy of the parent

ion (EN=2 - EN=1 = 1.5 a.u.), even in the hypothetical case in which the interelectronic

repulsion were absent, an infinite set of Rydberg series of bound states embedded in the

continuum arises: the so-called doubly excited states (DES), in which both electrons are

promoted out of the 1s orbital of the ground state (see Fig.(2.1)). This circumstance

remains true within the less drastic model of a mean-field single-particle approximation

(e.g., those based on the Hartree-Fok model for the ground state). Due to interelectronic

repulsion, energy displacements similar to those described for singly excited states alter

the position of doubly excited states. Yet, this displacement is small with respect to

the N=2 - N=1 excitation energy. In the case of the ground state, if no mean-field

approximations are made, the energy drops to the electrostatic limit -2.90372 a.u. This

second change is due to electron correlation, i.e., to the fact that the wave function cannot

be expressed as a single determinant. If for truly bound states, correlation manifests

itself only in the form of a real energy shift, in the case of doubly excited states, it induces

a strong mixing between DES (that we call long-range correlation) as well as a mixing

between DES and continuum (short-range correlation) which causes the states to become

unstable and decay spontaneously in a process known as autoionization or Auger decay.

A second distinctive feature of multielectron atoms, if compared to hydrogenic atoms

or single-active electron models, is channel-opening. Above N=2, for any given total

symmetry, the asymptotically-free electron can be associated to several different states
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of the parent ion, e.g., 1S, 2S, 2P. Furthermore, since the parent ion is not necessarily

totally symmetric, the symmetry of the free electron is in general not fixed either. In

particular, for N=2, the bound electron can be in any of the following (n, `) states : (1,0),

(2,0), (2,1). Thus, depending on the total symmetry of the system, the free electron can

have, at least, two more opened channels (see Fig.(2.1)). As we go higher in energy

and the value of the principal quantum number N increases, so do the number of open

channels. For N → ∞, we approach the double ionization threshold (D.I.T.), where

both electrons can be released into the continuum, leaving a bare He2+ nucleus behind.

N=oo

2p ε 2p ε2s ε1s ε

N=3

..
.

N=2−0.5

N=1−2

0

−0.25

(D.I.T.)

} DES

l l l+1l−1

−2.90365

(a.u.)

E

Figure 2.1: Helium energy scheme for a global symmetry with L=`, showing the single
ionization channels which open at the N=1 and N=2 thresholds. The states below N=1
are bound Rydberg states. The doubly-excited states associated to the N=2 excited
parent ion give rise to autoionizing states as a result of the interaction with the 1sε`
continuum they are embedded in. N` specifies the state of the parent ion, while ε` refers

to the energy and orbital angular momentum of the asymptotically free electron.
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2.1 Electrostatic field-free hamiltonian.

The non-relativistic field-free electrostatic hamiltonian for the helium atom, neglecting

mass polarization terms, reads

Hat =
p2

1

2µ
+

p2
2

2µ
− Z

r1
− Z

r2
+

1

r12
, µ =

mHe+ ·me−

mHe
(2.4)

where Z is the nuclear charge, pi and ri are the momentum and position operators

of the individual particles, r12 = |~r1 − ~r2| is the interelectronic distance, and µ is the

reduced mass of the electron - parent-ion binary system. For such a light system, either

in isolation or in the dynamical regimes triggered by currently available attosecond light

sources, relativistic and QED terms give rise to very small corrections which are beyond

the scope of the current investigation and which can be safely neglected [55].

2.1.1 Symmetry and spin considerations.

(2.4) is not separable, i.e., one cannot find a complete set of commuting observables

(C.S.C.O.); nonetheless, one still has conserved quantities.

Since we are not considering relativistic terms, the total orbital angular momentum and

the spin are independently conserved,

[H,Li ] = 0, [H,L2] = 0

[H,Si] = 0, [H,S2] = 0
(2.5)

Due to inversion symmetry, parity (π) must also be conserved,

[H,Π ] = 0, Π = π1 + π2, π~r = −~r (2.6)

These three observables are thus constants of motion 1. Therefore, all eigenstates of the

hamiltonian (2.4) can be labeled according to their quantum numbers,

2S+1Lπ, (2.7)

where 2S + 1 is the spin multiplicity, L = S, P,D, ... is the total angular momentum

and π = e/o, defines the even (e) or odd (o) parity of the state. If the parity of L is

the same as π, then the state is said to be a natural state, e.g., 1,3Se, 1,3P o, 1,3De, etc.

If, on the contrary, the parity is not the same, then it is an unnatural state, e.g. 1,3P e,

1,3De, etc. (there are no odd S states for two-electron systems). Finally, of course, the

1It should be clear that the term constant of motion refers to the expectation value of the operator,
not to the operator itself which, in the Schrödinger picture, is always independent of time.
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energy is also conserved (the hamiltonian commutes with itself).

The Pauli principle dictates that the total wavefunction of a quantum system must be

anti-symmetric with respect to arbitrary permutation of identical particles with half

integer spin (as are the electrons). The permutational symmetry is preserved since the

hamiltonian is totally symmetric under permutations. In the case of helium, which

comprises just two electrons, the antisymmetry property can be enforced in a particu-

larly simple way. This is because the symmetric group for two particles has just two

irreducible representations, both monodimensional, the totally symmetric one and the

totally antisymmetric one. Furthermore, the total spin operator is also totally sym-

metric. As a consequence, the spin functions with well defined total spin also have a

well defined symmetry: singlet (S=0) and triplet (S=1) functions are anti-symmetric

and symmetric, respectively. This means that the total wave function for a state with

well-defined spin can be exactly factorized in a spin and a spatial component, both with

well defined and opposite parity. The totally symmetric spatial wavefunction is normally

called para, and the totally anti-symmetric is called ortho.

P12Ψs = Ψs, (para)

P12Ψas = −Ψas (ortho).
(2.8)

↑↑

↓↓
1√
2

(↑↓ + ↓↑)

S = 1 (triplet) (2.9)

1√
2

(↑↓ − ↓↑)
}
S = 0 (singlet)

2.1.2 Correlation in doubly excited states.

Doubly excited states are not easily classified due to the strong correlation between the

two particles. At the most basic level, two particles are said to be correlated when their

pair probability distribution, P12(~r1, ~r2), does not factorize in the product of individ-

ual particle distributions, i.e., P12(~r1, ~r2) 6= P1(~r1) · P2(~r2). Due to the antisymmetry

requirement imposed by the Pauli principle on the wavefunction, however, it is con-

venient for electron to distinguish between two kinds of correlation: Fermi correlation

and Coulomb correlation. Fermi correlation is due to the fact that electrons are indis-

tinguishable. For example, in the simplest case of a single configuration, in which the

wavefunction is the antisymmetrized product of two orbitals, the pair distribution is

already non-factorizable. This correlation is already taken into account in a mean-field

approximation. In this context, therefore, a correlated state will be one which needs
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more than a single pair of orbitals to be described and which is induced by the non-

mean-field component of the 1/r12 electronic repulsion, i.e., the Coulomb correlation.

In the case of the He doubly excited states, there is a special long-range correlation

associated to the fact that the excited thresholds of He+, a hydrogenic system, are

degenerate. For example, below the N=2 threshold, the states 2snp and 2pns are de-

generate. As a consequence, the state that results from even the slightest interaction

between them cannot possibly be described by a single reference determinant. Cooper et

al. [56] realized that the electron-electron interaction removes this degeneracy, replacing

the independent-particle configurations 2snp and 2pns with the pair

Φsp±n
= 2snp± 2pns. (2.10)

This first type of correlation thus leads to the classification of DES in terms of the sp±n

series. This kind of correlation does not lead by itself to Auger decay. The correlation

which does lead to Auger decay is the one which couples these states to the open ion-

ization channels. This term is negligible when the two electrons are far apart from each

other, hence the alternative name short range correlation. A schematic diagram showing

the two types of correlation is shown in Fig.(2.2).

time

n

1s

ε

1s

1s 1s

2s n

2p

2s

l

ll

n

(a) (b)
l’

Figure 2.2: Diagram showing the two types of Coulomb correlation. (a). Long range
correlation. Two holes in the 1S orbital and a doubly excited state with N = 2, n = n.
Due to the degeneracy between the 2s and 2p states, the states of the outer electron
are strongly coupled. To lowest order, this coupling results in a correlation that is
independent on the excitation of the outer electron. Yet the holes and electrons do
not mix. (b). Short range correlation. Starting from the same configuration as in
the previous case, the collision between the two electrons can result in a large energy

exchange, leading to autoionization.

The effects of long-range and short-range Coulomb correlation are thus particularly

evident for doubly excited states. In Fig.(2.3) we show the isosurface of the conditional

probability density ρ(2)(~r1|~r2), defined as the probability density of finding electron 1 at

a given position in space, once the position of the other electron is fixed. ρ(2)(~r1|~r2) is
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given by

ρ(2)(~r1|~r2) =
ρ(2)(~r1, ~r2)

ρ(1)(~r2)
(2.11)

where ρ(1)(~r) and ρ(2)(~r1, ~r2) are the electron density and the pair density, respectively.

In the case of helium:

ρ(2)(~r1, ~r2) =
∑
ξ1,ξ2

Ψ∗(x1, x2)Ψ(x1, x2) ξi = −1

2
,
1

2

ρ(1)(~r) = 2

∫
d3r′ρ(2)(~r, ~r ′)

(2.12)

in which we have defined xi = (~ri, ξi). To illustrate the nodal structure of the wave

function, the interior part of the volume delimited by the isosurface is coloured according

to the value of the real part of the wave function itself. In the left column, the fixed

electron is fixed at a constant distance R from the nucleus, while the polar angle changes

from 0 to π. In this case, the distribution is governed by long range (static) correlation.

If we write the wavefunction for the doubly excited state of the sp+
n series as

Ψsp+n
= 1Θ(ξ1, ξ2)S [2s(~r1)np(~r2) + 2p(~r1)ns(~r2)] (2.13)

where 1Θ(ξ1, ξ2) is the singlet spin function and S is the symmetrizer, and choose the

position of the fixed electron such that the value of the parent-ion orbitals are negligible,

2s(~r2) ≈ 0 and 2p(~r2) ≈ 0, then

Ψsp+n
∼=

1

2

1

Θ(ξ1, ξ2) [2s(~r1)np(R · ẑ) + 2p(~r1)ns(R · ẑ)] . (2.14)

This means that when θ2 = 0, the parent ion is strongly polarized upward, i.e., towards

the outer electron, in a sp orbital; when θ2 = π/2, the parent ion is in a pure p state;

finally, when θ2 = π, the parent ion is again strongly polarized towards the outer elec-

tron. In other terms, the polarization of the inner electron follows adiabatically the

partition of the outer electron like a sunflower. At a closer inspection, one can see a

clear asymmetry of the distribution; and this is because (2.14) does not account for

the short-range correlation which, due to electronic repulsion, polarizes the electronic

charge. Configuration mixing is large for DES, and the individual quantum numbers n1,

n2, `1, `2 are not enough to identify the state [57].

The central and right columns illustrate the dramatic effect of short-range correlation,

in which the distance between the fixed electron and the nucleus now varies.
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Figure 2.3: Conditional pair electron density for a superposition of doubly excited
states in the 1Po sp+n series with M=0 (z is the quantization axis). The position of the
fixed electron is indicated by a red sphere. The nucleus, shown as a white sphere, is set
at the origin. In the left column, the distance r2 of the fixed electron from the nucleus
is kept constant while the polar angle θ2 is, from top to bottom, 0, π/4, π/2, 3π/4,
π. In the central column, we varied the position of the electron along the quantization
axis. In the right column, the x-coordinate of the fixed electron is set at x=1 a.u. while

z changes from 5 to -5.
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2.2 Close coupling basis. Eigenfunctions of the system.

We will be interested in the single ionization energy region, where the wavefunction must

be asymptotically a linear combination of a parent ion in one of the permissible energy

levels (En ≤ E) times an electron in the weak field of the ion with the residual energy

ε = E − En. For this reason, it is convenient to treat as an initial ansatz the states

in which a parent ion is coupled to an electron to give rise to a state with well defined

quantum numbers. Such factorization is referred to as the close coupling expansion.

The close coupling basis is formed by various partial wave channels (PWC),

φαE = NÂΘSΣ YL0
Lα`α(Ω1,Ω2)RNαLα(r1)

fαE(r2)

r2
, (2.15)

where α is an index that uniquely identifies the PWC, ΘSΣ is a two-electron spin function

with total spin S and spin projection Σ, which in our case is Θ00. RNαLα is the radial

part of the frozen He+ parent ion state with principal quantum number Nα and angular

momentum Lα. fαE is the radial function of the second electron, associated to the

orbital angular momentum `α but otherwise unconstrained. YL0
Lα`α

is a bipolar spherical

harmonics [58] with total coupled angular momentum L and projection M = 0, defined

as

YLMLα`α(Ω1,Ω2) =
∑
m1,m2

CLM`1,m1,`2,m2
Y`1,m1(Ω1)Y`2,m2(Ω2)

= (〈Ω1| ⊗ 〈Ω2|) |`1`2LM〉 .
(2.16)

Finally, Â is the two particle antisymmetrizer, Â = 1
2(1−P12), where P12 is the permu-

tation of particle 1 and 2 and N is a normalization factor. The radial wavefunctions are

expressed in terms of B-spline basis functions, which are capable of reproducing bound

and continuum states of atomic and molecular wavefunctions with high accuracy [59].

In numerical computation, the PWC expansion needs to be truncated and, thus, it is not

possible to include all single ionization channels of helium. Moreover, the set of bound

states of the parent ion is not complete in the first place. The closed channels excluded in

the truncated close-coupling expansion contribute to the short range correlation between

the two electrons. This contribution, however, decays exponentially with the distance

between them. Therefore, to take it into account, it is sufficient to include in the basis a

full-CI pseudo-state localized channel (LC) composed of a large number of normalized

two-electron functions built from localized orbitals. In this way, we effectively complete

the functional space required to represent the eigenspace of the full time-independent

hamiltonian in any given single-ionization spectral region, attaining both convergence
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State Elit Ecode
1S -2.903 724 377 -2.903 602 759
2S -2.145 974 046 -2.145 966 683
2P -2.123 843 086 -2.123 832 661
3S -2.061 271 989 -2.061 269 940
3P -2.055 146 362 -2.055 142 999
3D -2.055 620 732 -2.055 620 575
4S -2.033 586 717 -2.033 585 860

Table 2.1: Eigenvalues of the first seven bound states in helium. Comparison between
the values obtained from the literature [55], Elit, and the values of our calculation, Ecode.

and good accuracy.

The final basis is thus built from linearly independent PWC and LC basis functions with

well defined S, Σ, L and Π.

Since we are focusing on an energy region well below the N = 3 level of the He+ parent

ion, we limit the close coupling expansion to the PWCs with N ≤ 2: 1sEL , 2sEL ,

2pEL+1 and 2pEL−1 (the latter being present only for non-zero total angular momentum

L). At the moderate IR intensities considered here (IIR ≤ 1013 W/cm2 ), a total angular

momentum up to L = 9 is sufficient to ensure convergence. Short-range correlation in the

energy region of interest was found to be adequately taken into account by constructing

the LC from orbitals with maximum radius Rloc = 40 a.u. and with a maximum angular

momentum Lmax = 5 for L ≤ 2 and Lmax = 4 for 3 ≤ L ≤ 8. Short-range correlation

states for L = 9 were neglected altogether. The number of linearly independent PWC

and LC basis functions with well defined S, Σ, L , M and parity obtained with this

choice of parameters is comprised between a minimum of 9064 for the 1Se symmetry

and a maximum of 13498 for the 1De symmetry.

Each eigenstate 1Lπ of the field-free electrostatic hamiltonian H0 of the atom,

H0 =
p2

1

2
+
p2

2

2
− 2

r1
− 2

r2
+

1

r12
(2.17)

is fully diagonalised and the matrix elements of the dipole operator ~P = ~p1 + ~p2 are

computed for both the PWC and the LC basis. This full diagonalization is appropriate

to compute the bound states of the system. The use of partial wave channels permits

to compute at a comparatively little cost several Rydberg states. The eigenstates of

H0 thus obtained form the basis for the time propagation of the atomic state under the

action of external fields. The good accuracy of the calculations can be seen in Table

(2.1) where we compare some energies with values from the literature.
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2.2.0.1 Asymptotic limit of the wavefunction and Wigner time delay.

Photoelectrons created from a neutral atom are subject to the long-range Coulomb

potential of the remaining ion plus a short range potential due to electron-electron

interaction. For large values of kr, the wavefunctions fαE(r2) in (2.15) approaches a

shifted Coulomb function,

F`(ν, kr) ∼
r→∞

sin

(
kr − 1

2
`π +

Z ln 2kr

k
+ σ` + δ`

)
, (2.18)

where ` and k are the angular momentum and the wavenumber of the free electron,

respectively. σ` = arg Γ(` + 1 + iη) is the Coulomb phase shift, Γ(z) is the Gamma

function, and δ` is the additional phase shift that appears due to the electron-electron

interaction (see Fig. (2.4)). All these phases are related to a time delay experienced

by an almost monochromatic electron wavepacket as it scatters off the parent ion, as

presented in the introduction.
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Figure 2.4: Scattering phase for the 1P o symmetry. π jumps are observed in corre-
spondence to every doubly excited state with this symmetry.

2.2.1 Extraction of photoelectron distributions.

2.2.1.1 Calculation of the scattering states. The K-matrix method.

The single ionization scattering states of helium are the solutions of the secular problem

HΨ±αE = EΨ±αE (2.19)
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which satisfy prescribed boundary conditions. Traditionally, the requirement is that the

incoming/outgoing component of the complete solution Ψ±αE coincides with the incom-

ing/outgoing component of a reference channel function ΦαE .

[Ψ±αE ]in/out = [ΦαE ]in/out, 〈Ψ±αE |Ψ
±
βE′〉 = δαβδ(E − E′). (2.20)

The ΦαE are the eigenfunctions of a reference hamiltonian Hr, obtained by projecting

the total hamiltonian on the individual partial wave channels

Hr =
∑
γ

PγHPγ , HrΦαE = EΦαE , 〈ΦαE |ΦβE′〉 = δαβδ(E − E′) (2.21)

Such scattering solutions can be expressed in terms of a linear combination of PWC and

LC functions by means of the Lippman-Schwinger equation

Ψ±αE = ΦαE +
1

E −Hr
(H −Hr)Ψ

±
αE (2.22)

where the index α runs over the channels which are open at energy E. By introducing

the resolution of the identity and the off-shell T matrix,

T±γε,αE = 〈Φγε|H −Hr|Ψ±αE〉 , (2.23)

we can write

Ψ±αE = ΦαE +
∑
γ

∫
dεΦγε

1

E − ε± i0+
T±γε,αE . (2.24)

where the index γ runs over all open and closed channels, including the localized one.

By treating the T matrix as an unknown set of coefficients and requiring that (2.19)

holds, the system of integral equations

Tγε,αE −
∑
β

∫
dεVγE′;βε

Tγε,αE

E − ε± i0+
= VγE′;αε (2.25)

is obtained. Since the system is invariant under time inversion, we can cast the problem

in an alternative form. We look for stationary solutions as opposed to solutions that

fulfill incoming and outgoing boundary conditions, and thus (2.24) now reads,

ΨP
αE = ΦαE +

∑
γ

∫
dεΦγε P

1

E − ε
Kγε,αE (2.26)

where P indicates the principal part and

Kγε,αE = 〈φγε|H −Hr|ΨP
αE〉 (2.27)
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being ΨP
αE stationary solutions instead of the scattering functions. To find ΨP

αE numeri-

cally, the expression (2.26) is inserted in (2.19), projected on the full numerical basis, the

integrals are discretized and the resulting linear system is solved for the unknown coeffi-

cients Kγε,αE by means of traditional numerical linear-algebra routines. The scattering

states with definite spherical symmetry Ψ−αE are then computed as

Ψ̃±αE =
∑
β

ΨP
βE

[
1

1± iπK(E)

]
βα

e±i(σ`α+δα−`απ/2), (2.28)

where Kαβ(E) ≡ KαE,βE is the on-shell reactance matrix (§7.2.3 in [60]) which is hermi-

tian, while σ`α and δα are the phase shifts introduced in 2.2.0.1. The stationary solutions

ΨP
αE are not normalized, while Ψ±αE are. Finally, the scattering states which correspond

to Coulomb plane waves associated with a parent ion in a given state A, are given by

ψ−A,EΩσ =

Lα=LA
Nα=NA∑

α

CLMLAMA,`m
CSΣ

1
2

ΣA,
1
2
σ
Y ∗`m(Ω) Ψ̃−αE , (2.29)

where LA, MA, and ΣA indicate the angular momentum and spin of the parent ion,

Ω and σ indicate the asymptotic photoelectron’s direction and spin, and Ccγaα, bβ are

Clebsch-Gordan coefficients. The states ψ−A,EΩσ are normalized according to

〈ψ−A,EΩσ|ψ
−
B,E′Ω′σ′〉 = δABδσσ′δ(E − E′)δ(Ω− Ω′). (2.30)

2.3 Solution of the TDSE.

The TDSE dictates the temporal evolution of the system, either in absence of external

pulses or due to the interaction with weak as well as strong external time-dependent

perturbations,

i∂tΨ(t) = H(t)Ψ(t) H = H0 +H ′(t)

lim
t→−∞

eiEgtΨ(t) = Ψg

(2.31)

where H0 is the field free hamiltonian and H ′(t) is the time-dependent perturbation, Eg

is the energy of the ground state and Ψg is the ground state. The calculation of the

interaction hamiltonian of the system will be the scope of the next section.
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2.3.1 Interaction with an electromagnetic field. The minimal coupling

hamiltonian.

To describe the interaction with the electromagnetic field, we will use a semiclassical

approach, in which the electromagnetic field is treated classically while the atom-laser

interaction is quantized. The electromagnetic field then obeys Maxwell’s equations [61],

which in absence of sources and in Coulomb gauge can be written in terms of the vector

and scalar potentials ~A and Φ as

∇2 ~A− 1

c2

∂2 ~A

∂t2
= 0,

Φ = 0.

(2.32)

Under these assumptions, the vector potential ~A provides the transverse electric and

magnetic field ~E and ~B, by

~E = −1

c

∂ ~A

∂t
,

~B = ∇× ~A.

(2.33)

It should be noted that ~A and Φ, that are gauge-dependent quantities [61], were in-

troduced for mathematical convenience. The observable quantities remain the electric

and magnetic fields, which indeed do not depend on the gauge. A pulse of plane-wave

radiation can be represented by a superposition of monochromatic plane waves around

a certain frequency, ∆ω, each with the same direction of propagation k̂ and polarization

ε̂,

~A(~r, t) =

∫
∆ω

A0(ω)ε̂
[
exp[i(~k · ~r − ωt+ δω)] + c.c.

]
dω, (2.34)

where A(~r, t) is the vector potential of the field, δω represents a real phase and c.c. the

complex conjugate. When treating problems in which the wavelength of the radiation

is much larger than the distance over which the photon absorption takes place, it is

common to use the dipole approximation, in which the radial part of the vector potential

~A is taken to be constant. This is our case, since the wavelengths we will be using are

typically of several hundreds of atomic units, while the distance of interaction with the

atom is of the order of 1 a.u. With this, we can write,

~A(t) =

∫
∆ω

A0(ω)ε̂ [exp[−i(ωt− δω)] + c.c.] dω. (2.35)

Using (2.33) we can derive the frequency-domain relation

E(ω) = −iω
c
A(ω). (2.36)
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The classical interaction between matter and radiation is described by the Lorentz force,

~F = q
(
~E + ~v

c × ~B
)

. Quantizing the classical light-matter interaction hamiltonian with

appropriate generalized coordinates and conjugated momenta, we arrive to the minimal-

coupling hamiltonian, which for one particle in velocity gauge reads [62],

Hv
mc =

p2

2
+ α ~p · ~A(t), (2.37)

where α is the fine-structure constant. In atomic units, α = 1/c ' 1/137. The interac-

tion hamiltonian can be converted to the familiar length-gauge by means of the unitary

transformation Ψv → ΨL ≡ ei
~A(t)·~rΨv,

HL
mc =

p2

2
− ~E · ~r. (2.38)

We can connect the transition matrix elements for the minimal coupling hamiltonian in

velocity gauge of Eq.(2.37) with those in the length gauge. Indeed, using the relation

[H0, R̂ ] = −iP̂,

〈Ψf |p|Ψi〉 = i[〈Ψf |H0r|Ψi〉 − 〈Ψf |rH0|Ψi〉]. (2.39)

If the eigenstates are exact, then H0Ψi/f = Ei/fΨi/f , and we can write

〈Ψf |p|Ψi〉 = i(Ei − Ej) 〈Ψf |r|Ψi〉 (2.40)

where 〈Ψf |r|Ψi〉 are the transition matrix elements in length gauge. It is worth notic-

ing that, for our final solutions to be gauge invariant, we need to have very accurate

eigenstates. Conversely, the gauge invariance of the results of a calculation is a useful

cross-check of the convergence of the basis.

If we replace the kinetic term in the field-free hamiltonian with the velocity-gauge term

in Eq. (2.37), we arrive to the final hamiltonian,

Htot = Hat +Hv
mc =

p2
1

2
+
p2

2

2
− Z

r1
− Z

r2
+

1

r12
+

1

c
(~p1 + ~p2) ·A(t). (2.41)

By neglecting relativistic corrections, which are of the order of α2, the time dependent

hamiltonian remains spin independent. Transitions between singlet and triplet states

(intercombination lines) are thus prohibited. Since our initial state will always be the

1Se ground state of helium, we need to consider only singlet intermediate and final states

(para spatial wave functions).

Moreover, the dipole selection rules that come from the Wigner Eckhart theorem applied
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to the matrix elements 〈Ψf |ε̂ · ~p|Ψi〉, give the following angular constraints,

∆` = ±1, 0 ∆m = 0,±1. (2.42)

In addition, to simplify the theoretical treatment, we will consider only light that is

linearly polarized along a common direction (ẑ). Our problem then presents cylindrical

symmetry and the total z-projection of the angular momentum, m, will not change

(∆m = 0). As a consequence, ∆` = 0 transitions are prohibited and unnatural states

cannot be populated either. For one- and two-photon processes starting from the 1Se

ground state of helium, for example, the only possible symmetries we can populate are

1Se, 1P o and 1De.

2.3.2 Time evolution of the wavefunction.

The solution of the TDSE can be formally expressed in terms of the unitary time-

evolution operator U(t, t0) [63] :

|Ψ(t)〉 = U(t, t0) |Ψ(t0)〉 (2.43)

This operator can be expressed also in the form of the Dyson series,

U(t, t0) =
∞∑
n=0

Un(t, t0), where

Un(t, t0) = (−i)n
∫ t

t0

dt1

∫ t1

t0

dt2 . . .

∫ tn−1

t0

dtnH(t1)H(t2) . . . H(tn).

(2.44)

Conversely, the Dyson series can be expressed in the formal T-exponential form,

U(t, t0) = T̂ exp

[
−i
∫ t

t0

dτH(τ)

]
, (2.45)

where T̂ is the time ordering operator, which ensures the operators act in chronological

order. Eq. (2.45) is at the basis of the perturbative expansion of the transition amplitude

from an initial state |i〉 to a final state |f〉.

Af←i = A(0)
f←i +A(1)

f←i +A(2)
f←i + · · · , where A(n)

f←i = 〈f |U (n)(t, t0)|i〉. (2.46)

For weak external potentials, the perturbative expansion converges rapidly and will

be useful in the next chapter to derive some model results. The first order transition

amplitude between two eigenstates of the field free hamiltonian H0, |i〉 and |f〉, is linear

with the perturbation H ′(t). Let us assume that H ′(t) is given by the product of a
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time-dependent field factor F (t) and of a time-independent operator O,

H ′(t) = F (t)O. (2.47)

It is convenient to cast the TDSE in the interaction representation I,

i∂tΨI(t) = H ′I(t)ΨI(t), ΨI(t) = eiH0tΨ(t). (2.48)

The first order transition amplitude then reads

A(1)
f←i =

1

i

∫ +∞

−∞
〈f |H ′I(t′)|i〉 dt′ = Ofi

1

i

∫ +∞

−∞
eiωfitF (t)︸ ︷︷ ︸

√
2πF̃ (−ωfi)

, (2.49)

where ωfi = ωf − ωi. Proceeding to second order, the expression reads,

A(2)
f←i = −

∫ +∞

−∞
dt′
∫ t′

−∞
dt′′eiωf t

′
F (t′)F (t′′) 〈f |OeiH0(t′−t′′)O|i〉 eiωit′′ =

= −
∑
j

OfjOji
∫ +∞

−∞
dt′eiωfjt

′
F (t′)

∫ t′

−∞
dt′′F (t′′)eiωjit

′′
.

(2.50)

If we consider that the two photons are absorbed in sequence, take the square module,

and divide it by the exposure time T , we obtain the second order transition rate,

W(2)
fi =

πF 2
ω1
F 2
ω1

8
|〈f |OG+

0 (ωi + ω)O|i〉|2 δ(ωfi − ω1 − ω2). (2.51)

where we have introduced the (retarded) resolvent operator, defined as

G+
0 (E) =

1

E −H0 + i0+
. (2.52)

In the case of complicated matrix elements, of multiphoton resonant transitions, or

of intense fields, the perurbative approach becomes impractical or even inapplicable.

Furthermore, in the case of ultrashort pulses, non-perturbative stationary methods, like

Floquet theory, may be inapplicable as well. In these cases, the best approach is the

direct solution of the TDSE, made possible by large computational power available today.

For this, first of all, the time interval during which the driven evolution takes place can

be divided in N subintervals,

U(t, t0) =
n
Π
i=1
U(ti, ti−1) t = tn. (2.53)

Let’s assume for simplicity that the time steps are all equal

ti = ti−1 + dt dt = (t− t0)/n. (2.54)
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We can now apply the Dyson expansion to each step-propagator

U(ti, ti−1) =
∞∑
n=0

U (n)(ti, ti−1). (2.55)

We notice that when the Dyson series is truncated, the resulting propagator is not

unitary and, therefore, it does not conserve the norm of the wavefunction. If the time

step is sufficiently small, however, we can approximate the hamiltonian with its initial

value in the middle of the interval. The Dyson series is then immediately integrated and

the result is:

Ũ(ti, ti−1) = e−idtH(ti+dt/2). (2.56)

2.3.2.1 Splitting scheme

Based on the previous ideas, we can now compute the evolution operator. Using Strang

splitting, we can write the operator as

U = exp[−iH0dt/2] exp[−iH ′(t+ dt/2)dt] exp[−iH0dt/2] + o(dt3). (2.57)

In practical implementations, the propagator and the wavefunctions are projected on

the eigenstates of the field-free hamiltonian within the numerical B-spline close coupling

basis. Hence, H0 is diagonal. The expansion coefficients can then be propagated using

the following expression

Cj(t+ dt) = exp[−iEidt/2]
∑
j

{exp[−iH ′(t+ dt/2)dt]}ij exp[−iEjdt/2]Cj(t) + o(dt3).

(2.58)

2.3.2.2 The Krylov method.

As (2.58) suggests, to compute the result of a time-step, we do not really need to know

the whole exponential of iA = iH ′(t+ dt/2)dt. It is sufficient to know the result of the

action of the exponential on a given vector,

Ψ′ = exp[−iA]Ψ. (2.59)

To compute this quantity, we can follow a fast converging iterative procedure. The

starting point is the construction of a Krylov space, which is generated by the subsequent
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action of A on the state Ψ. In our case,

φ1 = Ψ

φ2 = AΨ

φ2 = A2Ψ

. . .

φN+1 = ANΨ

(2.60)

The set of vectors {φi} thus generated is not orthogonal, and is orthonormalized by a

Gram-Schmidt procedure {φi} → {ϕi}. In this way, we get the orthonormalized Krylov

basis {ϕi}. The hamiltonian is then approximated as an (N + 1) × (N + 1) matrix in

this basis,

A ∼ AN =
∑
ij

|ϕi〉ANij 〈ϕj |

ANij = 〈ϕi|A|ϕj〉
(2.61)

In the limit N →∞, the eigenvalues and eigenvectors of the approximated hamiltonian

will converge to those of the real hamiltonian. A direct diagonalization of such matrices

can then be easily performed,

A '
∑
i

|χNi 〉 e−iλNi 〈χNi | (2.62)

where χNi are the eigenvectors and λNi the eigenvalues of the operator AN . The operator

in (2.59) is then substituted with the Krylov operator AN , yielding

Ψ′ = exp[−iA]Ψ =
∑
i

|χNi 〉 e−iλ
N
i 〈χNl |Ψ〉 (2.63)

The numerical algorithm implemented is an Arnoldi algorithm, which is also suited to

deal with non-hermitian matrices.

2.3.3 Absorption potential.

In order to avoid unphysical reflections of the wavefunction from the box, we added

a complex absorption potential, Vabs, to the total time-dependent hamiltonian which

effectively kills the wavefunction as it reaches the boundaries of the box. It is defined

as,

Vabs(~r1, ~r2) = vabs(r1) + vabs(r2)

vabs(r) = −icabsθ(r −Rabs)(r −Rabs)2,
(2.64)
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where θ(x) is the Heaviside step function. For our calculations, the values of cabs =

5 · 10−5 a.u. and Rabs = 1100 a.u. were used.

2.3.4 Extraction of photoelectron distributions. Projection on scat-

tering states.

In order to extract channel resolved photoelectron distributions, the final wavefunction

is projected on the complete set of multi-channel scattering states,

dPAEασ
dE

= | 〈Ψ−AEασ|Ψ(t)〉 |2,

dPAEαΩσ

dEdΩ
= | 〈Ψ−AαΩσ|Ψ(t)〉 |2.

(2.65)
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Theory models

Due to the still comparatively low intensity of the sub-femtosecond XUV pulses [64]

obtained with high-harmonic generation (HHG) [65], table-top experiments that inves-

tigate ultra-fast dynamics generally involve pump-probe schemes comprising a sequence

of one or more XUV pulses in conjunction with a replica of the intense compressed

Ti-Sapphire IR pulse used to create them [66–68] (see Sec.1.1). As a result of the

interaction with the field, an atomic or molecular target is ionized and the fragments

emerging from the reaction centre are collected. The spectral and angular distribution of

the photo fragments encode information about all steps of the process triggered by light:

the initial excitation out of the original bound state, the field-free evolution of coherent

superpositions of states in the continuum during the time gap between pump and probe

pulse, the dressed-state dynamics within the IR field as well as further transitions be-

tween excited states induced by the probe. Disentangling the contribution of these steps

from the experimental result is a hard task which often requires assistance by theory.

Indeed, since non-stationary non-perturbative transitions between highly-excited states

may be involved, direct solution of the time-dependent Schrödinger equation (TDSE) is

often needed to reproduce the experiment in all its aspects and in a quantitative way.

Freezing of selected degrees of freedom in the system, fine tuning of the laser parameters

and wave-packet inspection can be used to characterize the underlying ionization mecha-

nism. Yet, these are time-consuming procedures. The analysis of both experiments and

theoretical simulations is thus greatly facilitated if major aspects of the results can be

explained by simplified models. In the case of atomic photoionization, a most prominent

example is the strong-field approximation [69–71], a model which is able to reproduce

well broad features of the photoelectron spectrum and which provided valuable insight

into several non-perturbative processes triggered by radiation (see, e.g., [72, 73] and

references therein). For resonant perturbative transitions in the continuum, the role

of transiently bound states can be accounted for by the Fano model of autoionizing

32
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states [41]. Despite the extensive interest that autoionizing states in interaction with

external fields has attracted across the last three decades, it is only recently that the

characteristic manifestation of metastables states in attosecond experiments has started

to be appreciated. On the light of the most recent developments in time-resolved study

of Auger decay and of continuum-continuum coherent transitions, a generalization of

existing models to current ultrafast time-resolved laser schemes is needed.

In this chapter, we detail the models we developed. In Section 3.1 we review the action

of an electromagnetic field on a free electron, introducing the Volkov states which is

the basis of Soft Photon Approximation (SPA), that is described in Section 3.2. SPA

has gained enormous importance in the last years due to its suitability to describe

pump probe experiments, in which the pump pulse can be treated perturbatively, but

the probe cannot. The SPA is introduced and extended to treat realistic effects in

current experiments; in particular, finite probe pulse durations and intensity effects

on the RABITT technique. The following sections (3.3, 3.4) are devoted to describe

the RABITT technique in a perturbative approach for non-resonant continuum states

and to review Fano’s theory of autoionization [41]. Finally, in the last section, we

introduce a two photon perturbative model for the RABITT technique with intermediate

resonant states. Used in conjunction with attosecond pump probe experiments, this

model is meant to provide a set of meaningful parameters that describe the influence of

configuration interaction on coherent continuum-continuum radiative transitions and of

time delay in laser-assisted scattering processes.

3.1 Volkov states.

For a free electron in an electromagnetic field, the minimal coupling hamiltonian is given

by Eq. (2.37), and the Schrödinger equation reads

i∂tΨ(t) = [
p2

2
+

1

c
~p · ~A(t)] Ψ(t) (3.1)

Since the hamiltonian is a function of the linear momentum ~p, its eigenfunctions are

plane waves with the following time dependence,

ΨV
~k

(t) = χ~k(~r) exp

[
−ik

2

2
t− iΘ(t)

]
, (3.2)

where

χ~k(~r) =
1

(2π)3/2
ei
~k·~r (3.3)
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are the plane waves, and

Θ(t) = α~k ·
∫ t

0
dτ ~AIR(τ). (3.4)

Eq.(3.2) is the solution of a free electron in an electromagnetic field, and is known as a

Volkov state.

3.2 The soft photon approximation.

Consider an atom A in its ground state |φg〉 subject to a strong IR pulse and a weak

XUV pulse (or pulse train) triggering the ionization process

A + γXUV ± nγIR → A+ + e−~k
, (3.5)

where ~k is the momentum of the ejected photoelectron. The evolution of the system

is described by the minimal-coupling time-dependent hamiltonian which, in dipole ap-

proximation and in velocity gauge [74], reads

H(t) = H0 + α
[
~AIR(t) + ~AXUV(t)

]
· ~P (3.6)

where H0 is the field-free time-independent atomic potential, α is the fine-structure

constant, ~AXUV(t) and ~AIR are the transverse vector potentials of the XUV and IR

pulses, respectively, and ~P is the total electronic canonical momentum.

Since the XUV field is assumed to be weak, its effects can be treated at the level of

the first-order time-dependent perturbation theory. If the intensity of the IR field is

to take on large values, however, the interaction of the atom with it must be treated

non-perturbatively. Therefore, the transition amplitude Aλ←0 from the initial state |φg〉
to a final scattering state |φ−λ 〉 of the time-independent hamiltonian H0 (the minus and λ

indexes in the final state stand for incoming boundary conditions and for a complete set

of appropriate asymptotic quantum numbers, respectively) is given by the generalized

expression

Aλ←g = −i
∫ +∞

−∞
〈ψ−λ (t)|α ~AXUV(t) · ~P |ψ+

g (t)〉dt, (3.7)

where |ψ+
g (t)〉 and |ψ−λ (t)〉 are the dressed states of the time-dependent hamiltonian

HF (t) = H0 + α ~AIR(t) · ~P (3.8)

which fulfil assigned asymptotic conditions at t→ ∓∞, respectively,

i∂t|ψ+
g 〉 = HF (t)|ψ+

g 〉, lim
t→−∞

eiEgt|ψ+
g (t)〉 = |φg〉, (3.9)
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i∂t|ψ−λ 〉 = HF (t)|ψ−λ 〉 lim
t→+∞

eiEλt|ψ−λ (t)〉 = |φ−λ 〉, (3.10)

where Eg and Eλ are the initial and final energy, respectively.

We will now concentrate on the process of laser-assisted photoionization in the soft-

photon approximation (SPA), i.e., the central frequency of the XUV pulse is assumed

to be sufficiently high to drive the photoelectron well above the ionization threshold

so that the IR field dresses the atom, thus generating multiphoton transitions between

continuum states, but the final photoelectron spectrum still lies well above the ionization

threshold and recollision is excluded. To evaluate this amplitude within the soft-photon

model, we make three approximations.

� The ground state |φg〉 is unaffected by the IR field, |ψ+
g (t)〉 = e−iEgt|φg(t)〉 identi-

cally.

� The atom behaves as an hydrogenic system which is ionized from the 1s orbital.

� The interaction of the emitted photoelectron with the parent ion is neglected

altogether.

Less severe approximation which account for the interaction of the bound state with

the dressing field [75], and for the interaction of the continuum state with the parent

ion [76, 77] at a perturbative level have been considered in the past. These investigations

confirm that if the neutral atom has large excitation energies, as it is certainly the

case for helium, and the final energy of the photoelectrons are sufficiently far from the

ionization threshold, these are reasonable approximations at the laser intensities realized

for current compressed compressed Ti-Sapphire pulses. Under these assumptions, the

final state |ψ−λ (t)〉 in (3.7) reduces to a Volkov state (Eq.(3.2)).

3.2.1 Monochromatic soft-photon approximation.

For a monochromatic IR field,

~AIR(t) = A0 cos(ωIRt+ ϕIR)ε̂, (3.11)

where A0, ωIR, ϕIR, and ε̂ are the field amplitude, frequency, phase and polarization,

respectively. The time-dependent phase Θ(t), therefore, reads

Θ(t) = ~α0 · ~k sin(ωIRt+ ϕIR) − ~α0 · ~k sin(ϕIR), (3.12)



Chapter 3. Theory models 36

where we introduced the free-electron excursion amplitude ~α0 = αω−1
IR A0ε̂. The second

term on the RHS of (3.12) results in a time-independent phase factor in the wave func-

tion, equivalent to an intensity-dependent phase convention for the plane wave basis,

which disappears when taking the square module of the transition amplitudes to com-

pute observable quantities. Therefore, in the following we will simply neglect it. We can

apply, as usual, the Jacobi-Anger expansion [78] to obtain

|Ψ~k
(t; ~α0)〉 = |~k〉

∞∑
n=−∞

Jn(~α0 · ~k) exp
[
−i
(
k2/2 + nωIR

)
t− inϕIR

]
(3.13)

where Jn are Bessel functions and |~k〉 is a plane wave, 〈~r|~k〉 = (2π)−3/2 exp(i~k ·~r). If we

substitute (3.13) in (3.7), we obtain

A~k←g ∼= −i
√

2π α (~k · ε̂)φg(k)
+∞∑

n=−∞
Jn(ξ x) einϕIR ÃXUV

(
Eg − k2/2− nωIR

)
, (3.14)

where φg(k) is the momentum representation of a 1s orbital with effective charge Z [63],

φ1s(k) =
2
√

2Z5/2

π[k2 + Z2]2
, (3.15)

x is the cosine of the angle formed by the photoelectron momentum and the laser polar-

ization, and where we introduced the reduced field strengths ξ = α0 k. The reduced field

strength, formulated in terms of the photoelectron energy Ee and of the IR intensity IIR

expressed in TW/cm2,

ξ =
4
√
πα E

1/2
e

ω2
IR

√
IIR(TW/cm2)

3.51 · 104 TW/cm2 , (3.16)

is a very convenient quantity in the context of attosecond pump-probe experiments,

since, Ee = 1 a.u., an intensity IIR = 1 TW/cm2, and a driving laser frequency

ωIR = 0.05712a.u. (a common order of magnitude for compressed Ti-Sapphire pulses),

corresponds to ξ ' 0.99, i.e., it is essentially equivalent to one reduced field strength

unit. In Equation (3.14) as well as in the following, the character tilda on top of a

symbol indicates the Fourier transform of the corresponding time-dependent variable,

e.g.,

ÃXUV (ω) =
1√
2π

∫ +∞

−∞
e−iωtAXUV(t)dt. (3.17)

Equation (3.14) can be directly used to compute the photoelectron distribution as

dPEΩ̂←g
dE dΩ

= k
∣∣∣A~k←g∣∣∣2 (3.18)



Chapter 3. Theory models 37

and applied to several cases of interest. In the following chapter we will examine a few.

For monochromatic XUV pulses, further simplifications of (3.18) are possible [71, 73, 75].

Here, however, we are more interested on broadband XUV pulses in general, and on

APTs in particular. First we will specialize the formula for the transition amplitude

(3.14) to the RABITT technique. Next we will see how the case of a finite IR pulse can

be simulated with a polychromatic Volkov state.

An idealized APT can be expressed as a modulated infinite sequence of identical pulses

AXUV(t) = A0 g(t)
+∞∑

n=−∞
(−1)n f ( t − nπ/ωIR ) , (3.19)

where g(t) is the envelope of the train and f(t) is the (dimensionless) profile, centred at

the time origin, of each single pulse in the train. Alternatively, the same train can also

be expressed as a combination of in-phase harmonics of the fundamental IR frequency

(see Figure 1.1),

AXUV(t) =

√
8

π
ωIRA0 g(t)

∞∑
k=0

|f̃2k+1| cos [ (2k + 1)ωIRt+ φ2k+1] (3.20)

where the index k runs now over the harmonics, and we introduced the notation f̃n =

f̃(nωIR), φn = arg fn. The spectrum of this field thus reads,

ÃXUV(ω) =

√
2

π
A0 ωIR

+∞∑
k=−∞

f̃2k+1 g̃ [ω − (2k + 1)ωIR] . (3.21)

In the following we will consider only the case of in-phase harmonics. However, in this

latter formulation, the individual harmonic phases φ2k+1 can be freely changed, so all the

considerations in this work can be straightforwardly extended to treat arbitrary cases.

3.2.2 Pulsed soft-photon approximation.

To the best of our knowledge, the SPA has only been used in the monochromatic IR

version outlined in the previous paragraph. This approximation, however, is justified

only if the envelope of this dressing pulse does not change significantly across the du-

ration of the XUV field. This is certainly the case of SAPs, where the full width at

half-maximum (fwhm) of the XUV does not exceed a half period of the IR (streaking

conditions). It is generally the case in the RABITT method as well, since common IR

pulses have a duration of few tens of femtoseconds, which is longer than the common du-

ration of an APT. Yet, compressed IR pulses with a duration of only a few femtoseconds

are routinely produced [16, 17] and it is in principle not hard to devise an experiment



Chapter 3. Theory models 38

where an APT is aligned to a compressed replica of the IR pulse used to generate it and

which could easily be as short as the APT itself. Furthermore, use of short IR pulses

is common practice when solving the TDSE to limit the cost of computation, or even

to render the simulation possible altogether. The IR modulation can be appropriately

accounted for with a truncated cosine-square envelope:

~AIR(t) =

A0 ε̂ cos2[Ω(t− tIR)] cos[ωIR(t− tIR) + ϕIR], for|t− tIR| < π
2Ω

~0, otherwise
(3.22)

Since in the SPA model we are dealing with a structureless continuum, the multi-photon

transition amplitudes which involve the absorption of at least one photon from the

XUV field rapidly vanish as soon as the XUV and the IR pulses do not overlap. As a

consequence, to examine the influence of a finite duration of the IR dressing field, one

can replace the cosine-square single IR pulse (3.22) by a cosine-square periodic envelope,

~AIR(t) = A0 ε̂ cos2[Ω(t− tIR)] cos[ωIR(t− tIR) + ϕIR] ∀t, (3.23)

which corresponds to a non-truncated trichromatic IR field with well defined phase and

intensity relation between the three frequency components. As long as all the XUV

pulses lie well within the region |t− tIR| < π
2Ω , the contributions to the signal that come

from the other oscillations of the IR envelope can be safely neglected. This periodic

configuration for the IR dressing field, therefore, is appropriate to simulate the case of

a finite IR pulse. With this choice, the free photoelectron will be indefinitely driven by

the IR field, with no consequences other than an irrelevant phase factor due to forward

Compton scattering. The phase Θ(t) in (3.2) for the Volkov state in the presence of a

modulated IR is

Θ(t) = ~α0 · ~k cos2[Ω(t− tIR)] sin[ωIR(t− tIR) + ϕIR] + o(Ω/ωIR) + const. (3.24)

The time-independent term const can be ignored, as we did in the case of Equation

(3.12). The higher-order correction o(Ω/ωIR) alters slightly the proportions of the

monochromatic components of the zeroth-order term. If needed, it can be taken into

account exactly; yet, it can generally be safely neglected. If we do so, the three frequency

components of Θ(t) are

Θ(t) ' ~α0 · ~k
4

{
2 sin

[
ωIR(t− tIR) + ϕIR

]
+ sin

[
(ωIR + 2Ω)(t− tIR) + ϕIR

]
+

sin
[
(ωIR − 2Ω)(t− tIR) + ϕIR

]}
, (3.25)
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so the Volkov phase factor for such field is just the product of the Volkov factors for the

three individual monochromatic field components [see (3.13)]

Ψ~k
(~r, t) ∼= |~k〉 exp

(
−ik22 t

)∑
{ni} Jn1

(
x ξ
2

)
Jn2

(
x ξ
4

)
Jn3

(
x ξ
4

)
×

× exp{−i ntot[ωIR(t− tIR) + ϕIR]} exp[−4i(n3 − n2)Ω(t− tIR)] (3.26)

where the sum runs over all positive and negative integer values of the three ni indexes,

ntot = n1 + n2 + n3. The transition amplitude is finally

A~k←0
∼= −i

√
2π αx k φg(k)

∑
{ni}Jn1

(
x ξ
2

)
Jn2

(
x ξ
4

)
Jn3

(
x ξ
4

)
× (3.27)

× exp [intot(ϕIR + ωIRtIR)− 2i(n3 − n2)Ω tIR]× (3.28)

×ÃXUV

[
Eg − k2

2 − ntotωIR + 2(n2 − n3)Ω
]
.

In the low intensity limit, we recover the two-photon transition amplitude from the

lowest-order perturbative treatment in the plane-wave approximation. The integrated

sideband signal is given by

I2n =

∫ E+

E−
dE

∫
dΩ
√

2E |A~k←g|
2, E± = Eg +

4n± 1

2
ωIR (3.29)

3.2.3 Frequency-comb limit.

Key to the standard application of the RABITT technique is the perturbative approx-

imation where only one IR photon is assumed to be exchanged with the atom. At

intensities of the order of 1TW/cm2, however, additional paths that imply the exchange

of two or more IR photons become important. As a consequence, several transition

matrix elements contribute to give rise to the variation of the photoelectron sideband

intensity as a function of the time delay. In particular, on the side to the fundamental

RABITT frequency 2ωIR, several overtones 2nωIR appear, which have an involved rela-

tion with the phases of the harmonics in the train. For this reason, high intensities are

generally considered detrimental to the resolution with which the RABITT technique can

reconstruct the average profile of an attosecond pulse within the train [79]. This does

not have to be necessarily the case, however, if a reliable correspondence between the

sideband signal and the underlying harmonics beyond the perturbative regime can be

established. To gain insight on the dependence of the sideband signal on the intensity

of the dressing laser, let us consider the limiting case of a frequency comb [80], i.e., of a

very long sequence of very narrow XUV pulses. In this case, the spectrum of the field

is locally given by a series of equally spaced narrow peaks with similar height. We can

extrapolate the SPA to this limit, and obtain an analytical expression for the intensity
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Figure 3.1: For intense dressing fields, several IR photons can be exchanged. For
each amplitude that corresponds to a net number of IR photons absorbed or emitted,
an infinite number of diagrams contribute. The soft-photon approximation adds up to
infinite order the contribution of all the time-ordered diagrams where the first absorbed
photon is from the XUV field. The amplitude for a net exchange of n IR photons
carries the phase nϕIR = nωIRtd + ϕIR,0. As a consequence, overtones at all even
multiples 2mωIR of the dressing-laser fundamental frequency will appear in the time-
delay dependence of the sideband intensity (only amplitudes with an odd net number

of exchanged IR photons can contribute to sidebands).

of all the discrete frequency components of the sidebands as a function of the time delay.

Let us assume that the comb Fourier spectrum has the following expression,

ÃXUV(ω) = A0 ωIR

+∞∑
i=−∞

g̃ [ω − (2i+ 1)ωIR] , (3.30)

where g̃(ω) is a sharp function centred in a small neighbourhood of ω = 0. If we focus on

the sideband 2m, the photoelectron signal is negligible unless the electron final kinetic

energy lies in the close vicinity of Eg + 2mωIR, k2/2 = Eg + 2mωIR + ε. When inserted

in (3.14), therefore, equation (3.30) gives rise to factors of the form

g̃[−(2m+ n+ 2i+ 1)ωIR + ε], (3.31)

which are non-negligible only if 2m+n+2i+1 = 0. As a consequence, only net exchanges

of an odd number n of IR photons can contribute. The amplitude in (3.14) is then,

A~k←0
∼= −i A0 ωIR

√
2π α k2m φg(k2m) g̃(ε)

odd∑
n

xJn(ξ x)einϕIR , (3.32)
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where x is the cosine of the angle formed by ~α0 and ~k2m, and k2m = (4mωIR + 2Eg)1/2.

Both the pre factor and the argument of the integral in (3.32) are smooth functions of

the electron energy: consecutive sidebands have almost identical qualitative behavior.

In the following, therefore, for the sake of conciseness, we render the dependence on the

final energy implicit, drop the sideband index and refer to a generic sideband instead.

The integral of the sideband signal is thus

ISB = β

∫ 1

−1
x2dx

∣∣∣∣∣
odd∑
n

Jn(ξx)einϕIR

∣∣∣∣∣
2

, (3.33)

where β collects the fixed factors that depend on the details of the XUV spectrum but

not on the IR intensity,

β = 2π |αωIRA0k2mφg(k2m)|2
∫ ∞

0

√
2ε dε |g̃(ε)|2. (3.34)

The integral in (3.33) determines the frequency composition of each and every sideband

in the frequency-comb limit, due to the interference of the contributions arising from

the net exchange of an arbitrary odd number of IR photons (see Figure 3.1). We can

reformulate the expression (3.33) by factorizing the dependence on the IR phase ϕIR =

ωIRtd (we assume a zero absolute IR phase ϕIR,0),

ISB = β

∞∑
j=0

Cj(ξ) cos(2j ωIRtd), (3.35)

Cj(ξ) =

∫ 1

−1

2x2dx

1 + δj0

odd∑
n

Jn(ξx)Jn+2j(ξx) (3.36)

where the index j designates the sideband harmonic component, namely: average signal

(j = 0); fundamental RABITT frequency (j = 1); first overtone (j = 2); second overtone

(j = 3), etc. Equations (3.35),(3.36) completely characterize the temporal profile of side-

band intensities in the idealized case of a frequency comb pump sequence as a function

of both the time delay and the IR intensity. The integral in (3.36) could be expressed

in closed form in terms of special functions. The result, however, is rather lengthy and

does not seem to provide further insight. As will be discussed in more detail in the fol-

lowing chapter, a major feature of the Cj(ξ) coefficients is that, for j > 0, they oscillate

around zero as a function of ξ, crossing the axis for different values of the reduced field

strength. This means that not only the relative proportion of the frequency-component

amplitudes of the sideband changes with the intensity. In fact, the fundamental RABITT

component periodically vanishes altogether, a condition in which overtones dominate.
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3.3 Perturbation theory for RABITT

3.3.1 RABITT for non-resonant intermediate states.

In Sections 1.2.1 and 1.3.2 we commented that the RABITT technique can be used

to access the parameters of continuum-continuum radiative transitions in atoms and,

in particular, the time delay in photoelectron emission and in electron - parent-ion

collisions associated to the continuum structure, e.g., autoionizing states. In the case

of a structureless continuum, i.e., for a free electron, the two-photon transition matrtix

element M2n±1 defined in (1.2),

M2n±1 = 〈E|P
[
G+

0 (ωg ∓ ω) +G+
0 (ωg + ω2n±1)

]
P |i〉. (3.37)

can be explicitly evaluated

M2n±1 = ±
√

4π

3ω
Y 2

10φ0(~k), (3.38)

where we considered that the transition corresponding to an IR photon first is negligible1.

We made use of the relations

G+
0 (ω) =

∫
d3k

|~k〉 〈~k|
ω − k2

2 + i0+
, ~p |~k〉 = ~k |~k〉 (3.39)

and we defined φ0(~k) = 〈~k| ~φg〉. As anticipated above, the transition matrix element is

real, i.e., ϕat.n = 0, π.

In the following, we will address the more interesting case in which an intermediate

resonant state is present. In Section 3.5.1 we develop a model that permits us to extract

intrinsic information on the autoionizing state and on its dipole transition matrix element

with the continuum it is embedded in, from the phase shift that can be measured with

the RABITT scheme. For this, it is convenient to briefly review the main aspects of

Fano’s theory of configuration interaction in the continuum.

3.4 Fano model of autoionization.

To describe the wavefunction of a system with a state embedded in the atomic continuum

we follow Fano’s theory of configuration interaction. Let us consider a time independent

1This approximation is valid from the ground state since the frequency of the IR is typically ωIR

≈ 0.055 a.u., and the difference between the ground and the first excited states in, for example, helium,
is of the order of 0.75 a.u.
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hamiltonian, separated into the sum of a reference hamiltonian H0 and a perturbation

V ,

H = H0 + V (3.40)

By hypothesis, H0 has a set of continuum eigenstates |E〉, starting at the threshold Eth,

and two bound eigenstates, the ground state |0〉 and another state |a〉 that lies above

the ionization threshold, Ea > Eth,

H0|0〉 = |0〉E0, H0|a〉 = |a〉Ea, H0|E〉 = |E〉E ∀E ≥ Eth. (3.41)

The eigenstates of H0 are orthogonal and normalized as

〈0|0〉 = 〈a|a〉 = 1, 〈E|E′〉 = δ(E − E′) ∀E, E′ ≥ Eth. (3.42)

We further assume that the only effect of the perturbation potential V is to couple the

state |a〉 to the continuum states

VaE = 〈a|V |E〉 = 〈E|V |a〉∗ (3.43)

All the other matrix elements of V being zero. We seek to find the eigenfunctions, |ψE〉,
of the complete hamiltonian,

(E −H)|ψE〉 = 0. (3.44)

By projecting the secular equation on the complete set of unperturbed eigenstates and

using standard properties of generalized functions (distributions), it is possible to show

that the solutions to this problem are given by,

|ψE〉 = |E〉+ |a〉 VaE

E − Ẽa(E)
+

∫
dε|ε〉 Vεa

E − ε+ i0+

VaE

E − Ẽa(E)
. (3.45)

which are called the Fano wavefunctions. We introduced the complex resonace energy

Ẽa(E) as

Ẽa(E) = Ea + ∆a(E)− i

2
Γa(E). (3.46)

in which the energy shift ∆a(E) and resonance width Γa(E) of the state |a〉 are defined

as

∆a(E) = P

∫
VaεVεa
E − ε

dε, Γa(E) = 2π|VaE |2. (3.47)

The resonance width Γa, which is the inverse of the lifetime of the resonance, measures

the coupling strength between the state |a〉 and the continuum. Γa can be seen as the

rate constant for the first-order reaction,

A∗(a)→ A+ + e−E−Eth (3.48)
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A stronger coupling between the transiently bound state and the continuum clearly leads

to a faster autoionization process, thus decreasing the lifetime of the doubly excited state.

To simplify the expression, we can further define a dressed resonance |ã〉,

|ã〉 = |a〉+ P

∫
dε|ε〉 Vεa

E − ε
, (3.49)

and the normalized distance to the center of the resonance,

ε(E) ≡ E − ẼRa (E)

Γa(E)/2
. (3.50)

In this way, the Fano wave function takes the more compact form

|ψE〉 = |E〉 ε

ε+ i
+ |ã〉 1

πVEa

1

ε+ i
. (3.51)

The final wave function depends on both the energy shift and resonance width which, in

turn, depend on the energy E. However, it is generally the case that the coupling term

VaE changes smoothly accross a large energy interval; therefore we can approximate both

parameters to their value at the resonance energy E = Ea, for which the experimental

values are widely known.

3.5 Two photon perturbative model with intermediate au-

toionizing states.

In the extension of the perturbative non-resonant RABITT treatment, we consider a

structured intermediate continuum. More specifically, a continuum which features an

isolated Fano-type resonance in P symmetry as a result of the interaction between a

localised state |a〉 and the plane-wave continuum. The intermediate states are thus

solutions of the single-channel Fano scattering problem given by Eq. (3.45). The un-

perturbed continuum wavefunctions of the final states as well as of the first term in

Eq. (3.45) will be described by spherical free waves,

〈~r| k′ `m 〉 =

√
2k2

π
Y`m(r̂) j`(k

′r), 〈k`m|k′`′m′〉 = δ``′δmm′δ(k − k′) (3.52)

which as we will see in the following chapter, reproduce with high accuracy the results

of pump-probe spectroscopic experiments in a non-resonant background.
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3.5.1 Model.

To evaluate the transition matrix element from an initial S state within these assump-

tions, it is convenient to express the resolvent in spherical coordinates

G+
0 (ω) ≡ 1

ω −H0 + i0+
=
∑
`m

G+
0,`m, G

+
0,`m =

∑
`

∫
dE
|Ψ+

`mE〉 〈Ψ
+
`mE |

ω − E + i0+
+
|1s〉〈1s|
ω − ωi

(3.53)

where we indicated with Ψ+
`mE a complete set of scattering states of the hamiltonian

(we assume that the ground is the only bound state of the system),

H0|Ψ+
`mE〉 = E|Ψ+

`mE〉, 〈Ψ+
`mk|Ψ`′m′E′〉 = δ``′δmm′δ(E − E′)

L2|Ψ+
`mE〉 = `(`+ 1)|Ψ+

`mE〉, Lz|Ψ+
`mE〉 = m|Ψ+

`mE〉,
(3.54)

To compute the two-photon transition matrix elements in (1.2) in the case of collinear

fields, we only need theG+
0,10 component of such resolvent. For simplicity, in the following

we will not indicate the `m indexes for the intermediate states understanding that they

are 1 and 0, respectively,

G+
0 (ω) =

∫
dE
|Ψ+

E 〉 〈Ψ
+
E |

ω − E + i0+
. (3.55)

According to our assumptions, the intermediate P states are given by the Fano solutions

to the scattering problem 3.54 (Eq. (3.45)). We should now substitute (3.55) in (1.2).

To simplify the treatment we will drop the second resolvent component in each transi-

tion amplitude M , which corresponds to the non-resonant initial absorption/emission

of an IR photon from the ground state and which is normally much smaller than the

contribution of the diagram with opposite time ordering,

M2n±1
∼=
∫
dE
〈Ef ` 0 | O |Ψ+

E 〉 〈Ψ
+
E | O | i 〉

ωi + ω2n±1 − E + i0+
. (3.56)

The matrix element from the intermediate to the final state assumes the following form,

〈Ef ` 0|Pz|Ψ+
E〉 = 〈Ef ` 0|Pz|E10〉+

∫
〈Ef ` 0|Pz|E′10〉 dE′ VE′a

E − E′ + i0+

VaE
E − Ea + iΓa/2

+ 〈Ef ` 0|Pz|a〉
VaE

E − Ea + iΓa/2
,

(3.57)

where Ef is the final energy, while that for monochromatic fields can be written as

Ef = ωi + ω2n, with ωi = −IP and ω2n = 2nωir, n being an integer that corresponds

to the sideband order. For symmetry reasons, the angular dependence of the matrix
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element 〈Ef ` 0|Pz|a〉 can comprise only a rank 0 and a rank 2 component

〈Ef ` 0|Pz|a〉 = Y00(k̂)φaS(k) + Y20(k̂)φaD(k). (3.58)

The functions φaS(k) and φaD(k) dictate the photoelectron angular distribution and

must be seen as unknown new parameters in the model. Indeed, there is no consistent

way of deriving such parameters within the single-particle picture. For simplicity, let

us unite these two parameters in a single one, containing also the angular dependence,

which is the radiative transition matrix element from the bound component |a〉 to the

continuum. We call 〈Ef ` 0|Pz|a〉 = O`Efa.
After computing explicitly the continuum-continuum matrix element between spherical

free waves, we are left with

〈E00|Pz|Ψ+
E〉 =− i√

3

√
2Ef


C︷ ︸︸ ︷

δ(E − Ef ) +

M︷ ︸︸ ︷
VEfa

E − Ef + i0+

VaE
E − Ea + iΓa/2

+

+OSEfa
VaE

E − Ea + iΓa/2︸ ︷︷ ︸
B

,

(3.59)

〈E20|Pz|Ψ+
E〉 =i

√
4

15

√
2Ef

[
δ(E − Ef ) +

VEfa

E − Ef + i0+

VaE
E − Ea + iΓa/2

]
+

+ODEfa
VaE

E − Ea + iΓa/2
.

As we see from the above expression, the contributions of the S and D final waves differ

by a factor −2/
√

5 and by the value of the coupling matrix element O`Efa. Due to

this simple correspondence, in the following we will give the expressions for a final S

symmetry only, since the extension to the D wave is straightforward. The other matrix

element, corresponding to the transition between the ground |i〉 and the intermediate

state, reads

〈Ψ+
E |Pz|i〉 = 〈E10|Pz|i〉+

∫
dE′ 〈E′10|Pz|i〉

VaE′

E − E′ − i0+

VEa
E − Ea − iΓa/2

+

+Oai
VEa

E − Ea − iΓa/2
,

(3.60)

where Oai is the transition matrix element 〈a|Pz|i〉 from the initial state to the bound

component of the autoionizing state, which is related to Fano’s q-parameter, q = Oiã
πVEaOiE ,

where ã is defined in Eq. (3.49). By replacing in Eq. (3.60) the dipole transition ma-

trix element from the initial state to the unperturbed continuum, we obtain the final
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expression

〈Ψ+
E |Pz|i〉 = i

√
4π

3

[ C︷ ︸︸ ︷
(2E)3/4φ0(

√
2E) +

M︷ ︸︸ ︷∫
dE′

(2E′)3/4φ0(
√

2E′)VaE′

E − E′ − i0+

VEa
E − Ea − iΓa/2

]
+

+

B︷ ︸︸ ︷
Oai

VEa
E − Ea − iΓa/2

,

(3.61)

where φ0(x) is the 1S hydrogenic function in momentum space. Each matrix element has

three components, corresponding to the three components of the Fano function, i.e., the

continuum (C), modified continuum (M) and bound (B) component. The two-photon

transition matrix element, which comprise the product of the two matrix elements (3.60)

and (3.59), can thus be written as the sum of nine terms: M2n+1 = MCC+MCM+MCB+

MMC +MMM +MMB +MBC +MBM +MBB. We will designate each component with

two superscripts accounting for the incoming (right) and the outgoing (left) amplitude.

For example, MBC will correspond to the transition from the ground to the continuum

part of the Fano scattering state, and from the bound part of this state to the final

state. The interested reader can find the explicit expression of the nine terms and

their derivation in Appendix A. Here we give the final expression of the monochromatic

two-photon matrix element,

M2n±1 =
α2(2Ef )5/4φ0(

√
2Ef )

√
πω−1

ir

3

[
± 2 +

2iΓa
Ef − Ea + iΓa/2

(
ωir

ωi + ω2n±1 − Ea + iΓa/2
∓ 1

)
±

± iΓa
ωi + ω2n±1 − Ea + iΓa/2

]
+

α2

ωi + ω2n±1 − Ea + iΓa/2
×

×

[
∓ i
√

2Ef
3
Oai

√
Γa
2π
ω−1
ir + πOSEfa

√
2Γa
3

(2Ef )3/4φ0(
√

2Ef ) +OSEfaOai

]
.

(3.62)

This expression contains the nine terms discussed, some of which have been cast in a

simplified form and merged. From the nine initial terms, we have arrived at an expression

with six final terms which are, by order of appearence in Eq. (3.62): MCC , MMC ,

MCM/MM , MCB/MB, MBC/BM and MBB. To obtain this expression we have assumed

that the interaction between the bound and continuum, VaE , as well as the radiative

one-photon transition matrix elements Oai, O`Efa, OEfE and OEi, vary smoothly with

energy across an interval of ∆E ≈ 2ωir. In this way, we have reached an expression in

which the only unknown parameters are the transitions to and from the bound part of the

autionizing state, Oai andO`Efa. Furthermore, as it was commented earlier, Oai is related

to the Fano q-parameter, which is well-known for a vast majority of doubly-excited states.
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Hence, the model only adds one extra parameter, namely, the strength of the transition

between the bound part of the autoionizing state and the unperturbed continuum, O`Efa.
Both of these transitions, Oai and O`Efa, are forbidden at the independent particle level

because the dipole is a single-particle operator and its matrix elements between wave

functions that differ by a double excitation, which is of course the case of doubly-

excited states in helium, vanish. The reason why doubly-excited states are populated

is because the wavefunction is not described by a single determinant, but by a mixture

of configurations. Non-vanishing transition matrix elements to and from the bound

components of the wavefunction are, thus, a measure of the correlation of the system.

3.5.2 Monochromatic vs Finite pulses.

When the radiation is monochromatic, then the atomic phase can be directly computed

as was shown in Section 1.2.1,

ϕat.2n±1 = argM2n±1. (3.63)

When we have finite overlapping pulses, a wide energy spectrum ∆ω will be populated

in the upper and lower harmonic as well as in the final sideband. This leads to many

interfering quantum paths. To account for this, we need to make the convolution of both

pulses. Assuming that the only relevant phase in the transition is the atomic phase, ϕAt.,

A
(2)
2n±1 = −2iπ

∫
dωA∗IR,ωEfg−ω

AXUV2n±1,ωe
−iωτdM2n±1 ≡

≡ |A±|eiϕAt.2n±1 .

(3.64)

AIR/XUV,ω is the vector potential of the IR/XUV field, ωEfg = Ef − Eg is the energy

difference between the final state and the ground state, and τd is the time delay between

the center of the pulses.

The atomic time delay for both cases is given by

τat = ϕAt.2n /2ω. (3.65)
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Results

4.1 SPA to reproduce uncorrelated dynamics.

Here we will apply the methods described in Sec. 2.2 and Sec. 3.2 to compute the

photoelectron energy and angularly resolved distribution for the photoionization of the

helium atom from the 1s2 ground state to the 1s channel of the He+ parent ion in

the energy region across the N = 2 excitation threshold, within XUV-pump IR-probe

schemes,

He(1s2) + γXUV ± nγIR → He+(1s) + e−~k
. (4.1)

We will consider two cases: that of an XUV SAP and that of an APT.

4.1.1 Single attosecond pulse case.

Let us consider the case of an isolated sub-femtosecond XUV pulse overlapped with an

intense IR pulse first. A characteristic feature of such experiments is the streaking effect,

i.e., an overall shift ∆~p = −α ~AIR(t) of the momentum distribution of the photoelectron

generated by an attosecond XUV pulse centred at time t. The streaking effect, which

has a purely classical explanation, has been one of the first means to achieve control over

the photoelectron ejection process [22]. For XUV pulses with duration larger than the

period of the IR dressing field, a transition from the streaking picture to the sideband

picture, characteristic of monochromatic XUV fields [81], is observed. Kazansky et

al [82] recently examined in detail this transition within the strong-field approximation.

Here, we employ an XUV pulse with fwhmXUV = 709 as, comparable to a quarter of the

49
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IR period,

~AXUV(t) = AXUV,0 ε̂
exp

[
− (t−tXUV)2

2σ2
XUV

]
√

2πσXUV

cos(ωXUVt), σXUV = (8 ln 2)−1/2 fwhmXUV, (4.2)

a choice situated at the boundary between the streaking and the side-band limits. The

other pulse parameters used in the simulation are: ωXUV = 61.8 eV, IXUV=0.1 TW/cm2,

ωIR = 1.55 eV, IIR = 1 TW/cm2, fwhmIR=4.46 fs. Both pulses are linearly polarized

along the ẑ direction. We conducted simulations for three values of the carrier-envelope

phase (CEP) of the IR pulse: 0◦, 45◦, and 90◦. In the three cases, the centers of the

XUV and the IR pulse coincide (zero time-delay). Since the duration of the XUV pulse

is much shorter than the fwhm of the IR pulse, by changing the CEP we reproduce

the case of a longer IR pulse where the time delay is changed instead. This approach

is useful when conducting computationally-intensive simulations because it permits one

to use short IR pulses thus keeping the overall propagation time to a minimum. The

predictions of the SPA model were computed using the same set of parameters as in the

simulation, with the exception of the fwhm of the IR field, which in this case is assumed to

be monochromatic. In Fig 4.1 we compare the photoelectron spectra resulting from the

ab initio calculations (Figure 4.1a-f) with those from the SPA model (Figure 4.1g-i). The

latter have been scaled by a common factor to closely match the absolute value obtained

from the simulation. In all cases, the colour-code corresponds to a logarithmic scale.

The three panels on the left column (Figure 4.1a-c) show the photoelectron distribution

in the (px, pz) plane as it would appear after reconstruction [83] from experimental data

recorded with a velocity-map imaging detector [3]. A dashed circle on top of the data,

centred on the white cross along the vertical axis, indicates the expected position of

the signal predicted by the streaking formula. To better appreciate the distribution

details, the panels in the middle column (Figure 4.1d-f) illustrate the same quantity

as in the left column in a energy vs. cos θ representation, where θ is the photoelectron

ejection angle with respect to the laser polarization. We can recognize four characteristic

features. (I) Two dominant lobes, centred at ωXUV − IP in the case of CEP=0◦, which

(II) follow a clear streaking trajectory as the CEP of the dressing field is changed. In this

representation and for the current IR intensity, the streaking effect appears as a tilt in

the distribution. The prediction of the streaking formula is indicated with a dashed line.

(III) For the case where the streaking is largest (Figure 4.1f), sidebands appear below

the left and above the right lobe. Finally, (IV) narrow horizontal resonant features, due

to the presence of doubly excited states, are visible. It is worth noting that, despite

the opening of the 2s and 2p channels at Ee = 1.5 a.u., the 1s spectrum is remarkably

smooth across threshold. The three panels in the right column (Figure 4.1g-i) show

the prediction of the SPA. The first three-dominant features of the ab initio angularly
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Figure 4.1: Comparison of photoelectron spectra in the 1s channel obtained by direct
integration of the TDSE (a-f) with the prediction of the SPA (g-i) for the case where a
helium atom is ionized by a SAP with central energy 61eV in the presence of an IR field
(λIR = 800nm, IIR=1 TW/cm2) at zero time delay. The three panel rows correspond
to three different value of the cosine-modulated IR CEP: 90◦, 45◦, 0◦. First column:
section of the photoelectron momentum distribution in the xz plane. Second column:
same distribution as in the first column but in the representation photoelectron energy
vs. cosine of the photoelectron ejection angle with respect to the laser polarization.
Third column: prediction of the monochromatic SPA. The color code is on a log10

scale. The reported signal is a probability density per unit of cubic linear momentum
(first column) or per unit of energy (second and third column), in atomic units.

resolved spectra, (I-III), are accurately reproduced. In particular, the sidebands in

Fig 4.1f are an interference effect of quantum streaking (Figure 4.1i is analogous to

Figure 4a in [84]) instead of a consequence of the presence of intermediate doubly excited

states. Such interference effect is due to the fact that, if the duration of the SAP used

in the pump-probe ionization is comparable to half period of the IR, the streaking is not

uniform across the pulse. When the center of the XUV pulse coincides with the zero

of the vector potential (Figs. 4.1a,d,g), the IR accelerates the photoelectrons ejected

in any given direction upward during the first half of the XUV pulse and downwards

during the second half. As a consequence, the spectrum of the photoelectron is widened.

Furthermore, the wave-packet in the upward direction acquires a negative chirp (not



Chapter 4. Results 52

visible in the energy-resolved signal) while the one heading downward acquires a positive

chirp . In the case the centre of the XUV pulse coincides with the maximum of the

vector potential (Figs. 4.1c,f,i), the energy bandwidth in either the lower or the upper

lobe is smaller than in the previous case. The ionization amplitude generated at times

t1 = tXUV −∆t/2 and t2 = tXUV + ∆t/2 which are symmetric with respect to the XUV

pulse centre are equally streaked by the IR, leading to the interference fringes above the

upper and below the lower lobe. This example illustrates how the SPA can be used to

reproduce with remarkable accuracy all background features of photoelectron angular

distributions in realistic systems, even in the presence of transiently bound states. Since

the optical transition to these states from the ground state is forbidden at the level of

the independent particle model, their influence in the spectrum is comparatively minor.

4.1.2 Attosecond pulse train case; effect of finite probe duration.

Let us now consider the case of a train of attosecond pulses comprising a sequence of

Gaussian XUV pulses, with central energy ωXUV = 60.29 eV and fwhm=192 as, separated

by half the period of the IR probe pulse and with alternating sign; the train envelope

has a duration of 6 fs and a maximum intensity IXUV = 0.1 TW/cm2. As in the SAP,

we conduct the ab initio simulation with a short (fwhmIR = 5.36 fs) moderately intense

(IIR = 1 TW/cm2) IR pulse. On the one hand, as anticipated in previous sections,

the use of a short IR pulse significantly reduces the computational burden while at

the same time reproducing most of the feature observed in realistic experiments, in

which the length of the IR pulse associated to XUV trains is often larger. On the

other hand, since the duration of the XUV train and the IR pulse are now comparable,

some effects due to the fact that the IR intensity is not uniform across the train are

to be expected. For a meaningful comparison with the experiment, therefore, it is

important to be able to identify and factor out such effects. In Figure 4.2 we compare

the photoelectron angular distribution for a fixed time delay td = −TIR/4 = −0.666 fs

computed with: (a) ab initio simulation, (b) SPA model with a monochromatic IR field,

and (c) SPA model with a pulsed IR field. All three methods predict a minimum in the

harmonic signal at ∼ 60◦ from the polarization axis. This is an extreme example of the

angular broadening observed experimentally and reproduced with single-active-electron

simulations by Guyetand et al. [85]. In [86], the phenomenon was justified on the

basis of the perturbative limit of the soft-photon approximation. Indeed, third-order

corrections to the harmonic amplitude that come from the absorption or emission of

two IR photons have an angular distribution proportional to cos3 θ. The interference

term with the first-order amplitude, which is proportional to cos θ, therefore, gives rise

to a cos4 θ term which alters the harmonic signal predominantly along the polarization
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Figure 4.2: Calculated photoelectron spectra for the case where a helium atom is
ionized by an attosecond pulse train with energy 61eV in the presence of an IR field
(λIR = 800nm, IIR = 1 TW/cm2). Panel (a) represents the full calculation of the TDSE,
using a cosine-square envelope for the IR probe pulse, while pannels (b) and (c) were
calculated using the SPA for: (b) a monochromatic IR pulse and (c) a cosine-square

modulated IR pulse.

axis. The agreement of the monochromatic model (Figure 4.2b) with the simulation

(Figure 4.2a), however, is not as impressive as for the SAP. In the simulation, the

odd-harmonics signals next to the polarization axis are clearly split, a feature that

the monochromatic model does not reproduce. That this feature is due to the finite

duration of the probe pulse and not to the correlated electron dynamics in the atom is

clearly demonstrated by the impressive agreement with the third panel, obtained with

the pulsed SPA model. Indeed, apart from the missing narrow resonant lines associated

to He doubly-excited states, the pulsed model is able to reproduce all the background

features of the simulated spectrum. This splitting affects both the angular and the

energy distribution of the harmonic signal. Therefore, it should be taken into account

when assessing the effects of multi photon transitions and Coulomb corrections to the

soft-photon model with short pulsed radiation.

Figure 4.3 compares the angularly-integrated photoelectron spectra computed with ab ini-

tio simulations and with the pulsed SPA model for five different time delays between
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the two pulses: −1.33 fs, −0.67 fs, 0 fs, 0.67 fs, and 1.33 fs (Figs. 4.3a through e, re-

spectively). Again, apart from the resonant features, the agreement between model and

simulation is very good across the whole IR period and energy range. In conclusion, the
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Figure 4.3: Total photoelectron distribution of an helium atom ionized by an at-
tosecond XUV pulse train of central frequency 61eV in the presence of an IR dressing
pulse (λIR = 800nm, IIR = 1 TW/cm2) for five different time stages: (a) XUV at the
minimum of the vector potential; (b) XUV at inflection point; (c) XUV at maximum
of vector potential; (d) XUV at inflection point (half an IR period later than case (b));
(e) XUV at minimum of vector potential (one IR period later than in case (a)). Red

solid line: numerical solution of the TDSE. Blue dashed line: pulsed SPA model.

pulsed version of the SPA model is able to reproduce the consequences of a finite dura-

tion of the IR dressing pulse on the fully differential photoelectron distribution. Possible

application of such extended model include interpretation of photoelectron angular dis-

tributions in real experiments, refinements of the RABITT protocol, and assistance in the

interpretation of ab initio simulation in the presence of features beyond the reach of a

single-active-electron model, like autoionizing states and above-threshold multi-channel

interactions. This last point has been used in this work to help isolate the features of

doubly excited states in Sec.(4.2).
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4.1.3 Attosecond pulse train case; effect of high probe intensity.

The variation of sideband intensity as a function of the time delay is a major observable

in pump-probe experiments based on the use of attosecond pulse trains. In the following,

we shall examine how such variation is affected by the intensity of the dressing field. To

focus on this aspect without the interference of either finite-pulse or correlation effects,

we will consider the monochromatic version of the SPA model only. As long as the IR

pulse is longer than 3 − 4 times the APT duration, this approximation is justified. In

Figure 4.4 we report the photoelectron spectrum computed with the monochromatic

and pulsed version of the SPA model in the case of an APT with the same parameters

as in Figure 4.3b but where the IR pulse has a much larger duration, fwhmIR = 21.78 fs.

In these conditions, the consequences of a finite duration of the IR pulse are indeed

sufficiently small to leave the most prominent features of the photoelectron spectrum

dependence on laser intensity unaltered.
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Figure 4.4: Photoelectron energy spectrum for the ionization of the helium atom
from the ground state by means of a RABITT pump-probe scheme, computed with two
different models: monochromatic SPA (red solid line) and pulsed SPA (blue dashed
line). The pulse parameters are the same as in Figure 4.3 except for the modulation of
the IR field in the pulsed model, which here reproduces an IR pulse with duration much
larger than that of the APT, fwhmIR = 21.78 fs, fwhmAPT = 6 fs. In these conditions,
the boundary effects associated to the finite duration of the dressing field (pulsed case)
are negligible: the spectrum is well reproduced within the infinite-pulse approximation

(monochromatic case).

In the perturbative limit, the sideband signal is known to oscillate at the fundamental

RABITT angular frequency 2ωIR. As discussed in Sec. 3.2.3, however, as the intensity of

the dressing field is raised, overtone components with angular frequency 2nωIR start to

appear. Figures 4.5a-e (left panels) show the integrated intensity of a central sideband

as a function of the time delay across half a period of the IR for several values of the

IR reduced field strengths ξ. For each intensity, three curves are plotted: one obtained

with the analytical formulas in the frequency-comb limit, and two others computed

with the monochromatic SPA model with parameters chosen either to approach the
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frequency-comb limit (fwhmXUV = 50 as, fwhmAPT = 24 fs) or to reproduce ordinary ex-

perimental APT parameters (fwhmXUV = 263 as, fwhmAPT = 11 fs). Even for moderate

Figure 4.5: Left panels (a-e): energy integrated photoelectron signal of a central
sideband as a function of the time delay between an XUV APT and a monochromatic
IR probe for five different values of the reduced field strength ξ; from top to bot-
tom: ξ = 2 a.u., 4 a.u., 5.7 a.u., 6.6 a.u., 8 a.u., corresponding to IR intensities, for
a photoelectron with Ee = 1 a.u., of 4.08 TW/cm2, 16.3 TW/cm2, 33.1 TW/cm2,
44.4 TW/cm2, and 65.3 TW/cm2, respectively. Frequency comb limit: solid red line;
SPA for an XUV APT in close to the frequency comb limit (train duration=24fs, pulse
duration=50as): dotted blue line; SPA for an XUV APT with common experimental
parameters (train duration=11fs, pulse duration=263as). Right panels (f-i): coefficients
Cj(ξ), j = 0, 1, 2, 3 (top to bottom) of the harmonic components of the time-dependent
integrated sideband signal (see text), as functions of the reduced field strength ξ, for

the same three models as in the left panels.

field strengths, the time-delay dependence of the sideband signal deviates significantly

from the characteristic sinusoidal modulation of the perturbative limit (1.7). For val-

ues of the reduced field strength of the order of 3 (IIR ∼ 10 TW/cm2 at Ee = 1 a.u.),

multiple maxima start to appear. In the case of a realistic APT, the sharp modulations

predicted in the frequency-comb limit are somewhat washed out as a consequence of the

finite energy span and duration of the APT. Yet, even with these realistic pulses, the

qualitative change of the profile is still clearly visible.

The time dependence of the sidebands can be parametrized in terms of a discrete Fourier

series which, for parity reasons, comprises only even multiples of the IR fundamental
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frequency (see Equation (3.35))

ISB(t; ξ) ∝
∑
j=0

cos(2jωIRt)Cj(ξ). (4.3)

In Sec. 3.2.3 we derived an analytical expression for the amplitudes Cj(ξ) of the har-

monic components in the frequency comb limit. Figures 4.5.f-i (right panels) show the

coefficients of the average sideband signal C0, of the fundamental RABITT modula-

tion C1, and of the first two overtones C2 and C3, as a function of the reduced field

strength for the same three models used in the left panels. The most striking fea-

ture of these plots is that all Cj(ξ) amplitudes are predicted to oscillate periodically

as the intensity of the laser increases. In particular, the fundamental modulation C1

below ξ = 10 (IIR ' 1014 W/cm2 for Ee = 1 a.u.) changes sign five times in the fre-

quency comb limit, and even for the shortest APT it vanishes almost entirely for ξ ' 4

(IIR ' 1.6 · 1013 W/cm2 for Ee = 1 a.u.). Close to these intensities, overtones dominate.

In [79], L’Huillier and co-workers reported measurements of the phase of the 4ωIR and

of the 6ωIR overtones. Therefore, even if the authors did not report or comment on

the dependence of the amplitude of the overtone components on the laser intensity, the

determination of the oscillations shown in Figure 4.5.b should be well within the reach of

current laser technology. In [79], the authors concluded that the appearance of overtones

was to be associated to a loss of accuracy and a bias towards artificially compressed at-

tosecond pulses in the RABITT reconstruction protocol. In fact, within the soft-photon

approximation it is possible to keep track of all sideband frequency components even

for large intensities, as soon as the experimental contrast and time-delay resolution is

sufficiently high. The frequency-comb limit of the SPA can thus conceivably be the basis

for an extension of the RABITT protocol to non-perturbative regimes.

4.2 RABITT for the study of doubly excited states.

In the following, we apply the methods described in Sec. 2.2 and Sec. 3.5 to analyze the

radiative continuum-continuum transitions in the presence of autoionizing states from

the phases of the sidebands obtained by means of a RABITT pump-probe scheme. In

the same way that in the previous section, we concentrate on the photoionization of the

helium atom below the N=2 ionization threshold.

4.2.1 Intermediate bound state.

Fig.(2.4) in Sec. 2.2.0.1 showed that the atomic phase η` changed by π as the energy

crossed a transiently bound state. If we consider first the simple case of a two-photon
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transition from the ground to a final continuum state passing through an intermediate

Rydberg state, then, the phase of the sideband will be given by the resolvent phase,

arg[G+
0 (E)] = −π/2 + arctan

(
E − ER

Γ/2

)
, (4.4)

which indeed exhibits a π phase shift modulated by the width of the state, like that

of Fig.(2.4). A RABITT scheme involving an intermediate Rydberg state in one path

and an intermediate continuum state in the other, should exhibit the described phase

behaviour. A first experimental confirmation of this prediction was provided by Swoboda

et al. [32] in 2010. In the same basis, Caillat et al. showed that the same behaviour can

be observed in correspondance of a shape resonances in the N2 molecule [87]. Starting

from these premises, we performed the study for autoionizing states. Of course, for

DES, theoretical methods to describe the full solution can no longer rely on the Single

Active Electron approximation (SAE), where ionization is described as a one electron

process in which all the remaing (non-ejected) electrons act as frozen spectators. Here,

we give the full solution of the TDSE for two photon transitions with autoionizing states

as well as the solution of the analytical monochromatic model presented in the previous

chapter.

As in the previous section, we will consider a helium atom singly ionized by an XUV

pulse train in the presence of a dressing IR field, in the usual RABITT scheme. We carried

out several simulations in which we varied the laser frequency in order to analyze various

transitions and to show the variation of the phase as a function of the detuning from

the resonance. Examples of possible transitions can be seen in Fig.(4.6).

4.2.2 Measurable phase shift.

To begin the study, we consider the same pump-probe scheme as in Sec.(4.1.2). The IR

laser frequency was set to ωIR = 0.05711986 a.u., which permitted to populate the doubly

excited states sp+
2 (Er = −0.693 a.u., Γ = 1.37 · 10−3 a.u. [88]) and sp+

3 (Er = −0.564

a.u., Γ = 3 · 10−4 a.u. [88]) in harmonics 39 and 41 with detunings of 1.7 · 10−2 a.u. and

2.3 · 10−3 a.u., respectively. In addition, sideband 40 populates the doubly excited state

2p2 (Er = −0.622 a.u., Γ = 2 · 10−4 a.u. [89]) with a detuning of 3.1 · 10−3 (sidebands

populate states with even symmetry). The full width at half maximum (fwhm) of the IR

pulse was 5.36 fs, and was simulated using a cosine-square envelope. For the XUV train,

the fwhm was 6 fs corresponding to a spectral bandwidth of ∆ω ≈ 0.02 a.u., and was

simulated using a gaussian envelope. The populated spectrum ranged from a value of

E=0.9 a.u. to E=1.5 a.u. of the photoelectron energy. We chose this system to conduct

a preliminary study since it contained all relevant transitions: C-C-C for SB 36, C-C-R

for SB 38, R-R-R for SB 40, R-R-MC for SB 42, where MC stands for multichannel
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H2n−1

SB2n

H2n+1

(a) (c)

C−C−C R−C−C

(b)

C−C−R

(e)(d) (f)

C−R−C R−R−RR−C−R

Figure 4.6: Different types of resonant transitions. The thick dark bars represent a
doubly excited state and the dashed lines a purely continuum state. For all cases we
start from the same state and, by means of a two-photon transition, we populate the
final state SB2n. This final state can be populated via two different paths, either by
absorption of an XUV photon with energy ω2n−1 plus an absorption of an IR photon
of energy ω, or by an absorption of an XUV photon of energy ω2n−1 plus a stimulaed
emission of an IR photon of energy ω. (a) corresponds to the case in which all populated
states (intermediate and final) are purely continuum C states. (b) and (c) describe the
cases in which a doubly excited resonant R state is contained in an upper and lower
intermediate state, respectively. In (d) the final state contains a doubly excited state,
(e) has one doubly excited state in each of the intermediate states and (f) has doubly

excited states in both intermediate states as well as in the final state.

continuum (H43 lies above the N=2 threshold). The multichannel case is beyond the

scope of this master thesis and will not be examined further. In Fig.(4.7) we report

the total photoelectron spectrum as a function of the time delay between pump and

probe pulses. We notice thin intense lines in corresponence of the autoionizing states,

which would lead to enhanced multiphoton transtions (REMPI), as in the case of bound

Rydberg states. A closer look at sideband 40 (Fig.(4.8)) shows a clear phase shift of

the resonant part (the 2p2 DES) of the sideband. However, resolving energetically this

thin intense state requires an energy resolution finer than the width of the resonance

(of the order of 10−3 a.u.), which is still not available at high harmonic facilities. To

show this effect can still be experimentally observed, we integrated over all the energies

of the sideband for different time delays. Making the discrete fourier transform (DFT)

of these values, gave us a global phase of each sideband that we show in Table 4.1.

The phase dependence on the detuning from a resonance can be inferred from the third

value in Table 4.1. In this case, we have a C-C-R transition, but the DES is populated

by the tail of the harmonic, since the detuning is of the order of the spectral bandwidth

of the pulse. Due to this, we only see a small phase change with respect to a C-C-C

transition. Finally, we would like to remark that the phase due to C-C-C transitions
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(∼ 3.21rad) differs slightly from the soft photon value π. Indeed, the phase shift of

continuum states in absence of resonances, though smoothly, still vary with energy.

Figure 4.7: Photoelectron spectrum as a function of pump-probe time delay in loga-
rithmic scale below and above the N=2 single ionization threshold (E=1.5 a.u.) of he-
lium for a RABITT scheme with the parameters: ωIR = 0.05711986 a.u., ωXUV = 2.21576
a.u., fwhmIR = 5.36 fs, fwhmXUV = 6fs. Both harmonics and sidebands oscillate as
a function of the time delay between both pulses due to the interference of the two

quantum paths (see Fig.(4.6)).
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Figure 4.8: Close up of Fig.(4.7) in the energy region corresponding to sideband
40, which contains the doubly excited state 2p2 (grey line). The doubly excited state

oscillates with a different phase than the continuum background it is embedded in.
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Transition Detuning ϕSB (rad)

C-C-C - 3.21

C-R-C 0.002 3.23

C-C-R 0.017 3.19

R-R-R 0.017-0.006-0.002 2.82

R-R-MC 0.006-0.002 3.40

Table 4.1: Phases of the sidebands obtained by the simulation for five different types
of transitions (see Fig.(4.6)). In the left column we indicate the type of transition;
in the center column we show the detuning from the resonance (of the harmonic, the
sideband or both) in those cases where there is one or more resonant transitions; and
in the right column we report the global phase of the sideband, obtained by integrating
over all the sideband energies for different time delays and making a discrete fourier

transform.

A particular case. The C-R-C transition.

Fig. (4.8) showed that resonances in the final states contribute with an additional phase

shift beyond the one that is observed when the autoionizing state is only in the in-

termediate state. In this particular example, the 2p2 state induced a further shift on

the already shifted background. However, if DES are present only in the final states,

no phase shift occurs. We carried out another simulation in which we kept the same

parameters as in the previous simulation with the exception that the driving laser fre-

quency was now tuned to ωIR = 0.05067 a.u., in order that SB 42 corresponded to a

C-R-C transition. The phase shift for this transition is shown in the third value of Table

4.1, where we see that, eventhough the detuning of the sideband with respect to the

resonance energy is small, there is no appreciable phase shift induced.

4.2.3 Photoelectron Angular Distributions.

The signatures of doubly excites states are particularly evident in the photoelectron

angular distribution (PAD) at resonant energies. Resonant PADs are very sensitive to

the time delay between both pulses, and often deviate dramatically from nonresonant

PAD shapes, which tend to concentrate along the polarization axis of the impinging

laser. Fig.(4.9) shows the PAD at the energy of the 2p2 DES, which corresponds to

sideband SB40 (mixture of S and D waves), for nine different pump-probe time delays.
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Figure 4.9: Photoelectron angular distribution (PAD) at the energy of the 2p2 doubly
excited state for nine time delays between the two pulses in steps of 1/16th of the IR
period. The three shadowed areas correspond to the 2-D projection of the distribution in
each of the three axis (polarization is in the z-direction). The distributions correspond
to a mixture of S and D waves, that change dramatically their relative weight as a

function of the time delay.

4.2.4 Transitions with an intermediate resonant state.

In order to isolate the effects of a single autoionizing state, we now propose to study how

the sideband phase varies as a function of the detuning in a C-C-R transition, in which

we have a resonance in an intermediate state (fig.(4.6b)). The same results apply for

R-C-C transitions and they can be straightforwardly generalized to R-C-R transitions.

In the ab-initio simulation, to reproduce a typical pump-probe experiment, we used

finite pulses with a duration which is generally much shorter than the lifetime of the

autoionizing states involved. Hence, finite-pulse effects are bound to appear. To study

the relation between the phase shifts and the different parameters that appear in the

radiative atomic transitions, we used the parametrized model developed in Section 3.5.
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The phases thus calculated can then be related to the photo ejection time delays by

Eq. (3.65).

4.2.4.1 Ab-initio simulations.

We performed several simulations for the same pump-probe scheme for various values

of the driving laser frequency. The XUV train central frequency and FWHM, and the

FWHM of the IR field were kept the same for all simulations at the values of 2.1566

a.u., 4.6 fs (∆ωIR ≈ 0.03 a.u.) and 8 fs (∆ωXUV ≈ 0.015 a.u.), respectively. We chose to

study the transitions involving the sp+
2 DES, which we populated with Harmonic 41 at

different detunings (using different driving laser frequencies). We made sure that H 39

and SB 40 were not resonant with any DES. The phase shift of SB 40 was then studied

as a function of the IR frequency for a range of frequencies that went from (Er − 8Γ) to

(Er + 8Γ), where Er and Γ are the resonance energy and width, respectively. Fig.(4.10)

reports the oscillation of SB 40 as a function of the time delay between pump and probe

pulses for an interval of half an IR period. We observe a clear deviation of the maximum

as the detuning is lowered. To see the phase shift more clearly, we performed a discrete

fourier transform to this oscillations to obtain the phase and compared the results with

those that come out of SB 38, which was a pure C-C-C transition. These results are

shown in Fig.(4.11), in which we indicated with two dashed lines the range of frequencies,

ωIR, for which 41ωIR (the center of the 41st harmonics) overlaps with the resonance (that

spans the energy region from Er−Γ/2 to Er + Γ/2). We observe that the phase dips for

values of the laser frequency close to the resonance. When the 41st harmonic and the

resonance overlap, the phase drops by ∼ 0.6 rad, which is experimentally observable. It

is worth mentioning that the use of finite pulses washes-out the π phase shift observed by

[32, 87] in bound states and shape resonances. Indeed, the pulsed radiation populates a

coherent superposition of continuum states across a wide energy range, where the doubly

excited states contribute only with a small fraction to the total oscillator strength (see

fig.(4.8)). Hence, it is expected that the phase shift would be modified slightly, as it

indeed is. This phase can be theoretically calculated using the expression for the time-

dependent second-order perturbative transition amplitude for finite pulses (Eq. (3.64)).

In the next section, we will examine the effects of using monochromatic light with the

model developed in Sec.(3.5). We anticipate that even in the limit of monochromatic

light, one should not expect a π jump to occur in transitions involving autoionizing

states.
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Figure 4.10: Oscillation of the 40th sideband for eight different IR frequencies cal-
culated by the simulation as a function of the time delay across an interval of half IR
period. For a structureless continuum, the maximum of the sideband should corre-
spond to 0.5 · TIR/2 (dotted black line). We notice that the closer the frequency is to

the resonance, the more shifted is the peak of the sideband from this value.
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Figure 4.11: Variation of the phases of two sidebands as a function of the IR laser
frequency. The two dashed lines correspond to the range in which the center of the
spectrum of the 41st harmonics overlaps with the sp+

2 resonance. The blue line corre-
sponds to a sideband populated by a C-C-R transition, while the green line is populated
by a C-C-C transition. For the resonant case, as the 41st harmonic frequency of the
laser gets closer to the energy region of the resonance, a clear phase shift is observed.
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4.2.4.2 Monochromatic Model.

We now propose to study more in depth the connection between the atomic phases and

the transition matrix elements involving doubly excited states with the parameters of

the model described in Sec.3.5. To do this, we analyze a variety of cases, in which the

transition matrix elements from the ground to the bound-component of the resonant

state, Oai, and from the bound-component to the final continuum state, OSEfa, are

varied. For all of the cases except the first we plotted the argument of the two-photon

transition matrix element in Eq. (3.62) as a function of the laser frequency (and, thus,

of the detuning from the resonance). The resonance parameters were taken to be those

of sp+
2 , which were discussed above. The frequencies used ranged from (Ea − 8Γ) to

(Ea + 8Γ). Figs. (4.12-4.17) show the phase variation of the six individual terms in

Eq. (3.62) in the frequency region of interest. The different proportion of these terms,

governed by the strengths of Oai and OSEfa, in the final transition matrix element will

dictate the final phase of the sideband in the monochromatic limit.
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(i). Γa = 0, Oai = 0, OEfa = 0

This case corresponds to a non-interacting bound component |a〉 and continuum |E〉
(VaE = 0), and no transition from the ground to the bound component (Oai = 0),

i.e., a pure continuum-continuum transition (see Fig.(4.18)). In this case, the only non-

vanishing term in the model is MCC . It is the limit of the non-resonant case, in which

ϕat. = 0.

C

MC

B

Initial Intermediate Final

(i)

Figure 4.18: Sketch of the possible incoming/outgoing amplitudes for (i). The transi-
tion takes place from the initial state to the continuum component of the intermediate
state and from this to the final state. There is no interaction between the different

components of the intermediate state.

(ii). Γa = 0, Oai 6= 0, OSEfa 6= 0

The transition through the unperturbed continuum and the resonance are independent

and interfere in the final state. Thus, the two-photon transition matrix element in this

case comprises only two terms: MCC and MBB (fig.(4.19)). The sideband phase-shift

for these conditions are shown in Fig. (4.20). We chose two values of Oai and OSEfa (0.1
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a.u., blue solid line, and 1.0 a.u., green dashed line) that are indicative of the phase

behaviour in this case. For ωIR < (Ea − IP )/41 = 0.053915 a.u., both values give the

same behaviour, the atomic phase is zero. As the laser frequency crosses the center of

the resonance, a brusque π jump occurs due to the change of sign of the MBB term

(see Fig. (4.17)). The jump is sudden due to the fact that the width of the resonance

is zero. The change of phase indicates that for the value of Oai and OSEfa and at this

energy, the bound term is dominant with respect to the continuum term. As we tune-

out from resonance, the blue solid line falls again to zero phase at the upper limit of

the resonance. This means that the continuum term is again dominant, so the phase

is dictated by the sign of it (Fig. (4.21)). For the green dashed line, the bound term

continued being dominant in the energy range chosen (Fig. (4.22)). The energy range in

which the phase of the sideband is π thus dictates the strength of the bound transitions.

C

MC

B

Initial Intermediate Final

(ii)

Figure 4.19: Sketch of the possible incoming/outgoing amplitudes for (ii). The bound
and continuum component of the intermediate state can be populated, but they do not

interact, leading to independent paths that interfere in the final state.
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Figure 4.20: Phase of the sideband, φat.SB = arg[M2n+1], as a function of the laser
frequency ωIR for the conditions in (ii). Two values for the transition matrix elements
OS

Efa
and Oai are shown. The dotted-dashed black line indicates the frequencies for

which the upper harmonic is resonant with the doubly excited state sp+
2 . When OEfa =

−Oai = 0.1 a.u. (blue solid line), the phase changes abruptly by π at the frequency for
which ω2n+1 = Ea − IP , i.e., for which the term MBB changes sign, and falls again
to zero quickly when the MCC term dominates again. When OS

Efa
= −Oai = 1 a.u.

(green dashed line), there is a π shift at the same frequency as in the previous case,
but the π phase of the sideband continues throughout the frequencies shown, indicating

that the MBB term is dominant.
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(iii). Γa 6= 0, Oai = 0, OSEfa 6= 0.

In this case, we have the coupling between the bound and continuum components (res-

onance width is not zero). The transition from the ground to the bound component

of the intermediate state is forbidden, while the transition from the bound component

to the final continuum is permitted. Hence, the resonance is dark-in/bright-out (see

fig.(4.23)). The non-vanishing terms are

M2n+1 = MCC +MMC +MCM/MM +MBC/BM . (4.5)

The contribution to the total matrix element of each term on the RHS of (4.5) is given

in Figs.(4.25-4.27) as a function of the laser frequency for three representative values

of OEfa. The resulting phase of the total matrix element M2n+1 as a function of the

detuning is plotted in Fig.(4.24).

When the coupling between the bound and continuum is strong, the total transition

matrix element is dominated by the MBC/BM component (Fig. (4.27)). Thus, the phase

should be that of Fig. (4.16). Indeed, this is what we observe in the red dotted line

of Fig. (4.24), for a value of OEfa = 10a.u. For more moderate values of the bound-

continuum coupling, the total transition matrix element is a mixture of the four different

components in Eq. (4.5), and thus the phase will not follow any of the profiles given by

Figs. (4.12-4.17). Such cases represent transitions in which the continuum contribution

to the total transition matrix element competes with the bound contribution in similar

amounts. In these cases, which are the norm rather than the exception in transitions

involving autoionizing states, the phase will generally not show the characteristic π jump

observed in transitions with null or negligible contribution of the continuum [32, 87].
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MC

(iii)

Figure 4.23: Sketch of the possible incoming/outgoing amplitudes for (iii). The con-
tinuum and modified continuum components of the intermediate state are populated
from the ground state. Interaction between the three components in the intermedi-
ate state take place and the final state is populated from all the three intermediate

components.
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Figure 4.24: Phase of the sideband as a function of the laser frequency for the con-
ditions in (iii). Three values of the transition matrix element OS

Efa
are shown: 0.1 a.u.

(blue solid line), 1 a.u. (green dotted line) and 10 a.u. (red dashed line). The region
in which the upper harmonic is resonant with the sp+

2 doubly excited state is delimited
by the black dotted lines. When the coupling between the bound component and the
continuum is strong enough, we obtain the −π to 0 jump associated to the MBC/BM

term. For weaker bound-continuum couplings, the result is a mixture of all contributing
terms leading to radically different phase profiles.
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Figure 4.26: OS
Efa

= 1 a.u. Far from
resonance the continuum-continuum
term dominates. As the laser frequency
gets closer to the resonance, the term

MBC/BM dominates.
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Figure 4.27: OS
Efa

= 10 a.u. In this

case, the dominant term is MBC/BM

for all frequencies.

(iv). Γa 6= 0, Oai 6= 0, OSEfa = 0.

The bound state is bright-in, i.e., the transition from the ground state to the bound

state can occur, but it is dark-out, i.e., the transition amplitude between the bound and

final state is zero. The terms that remain are

M2n+1 = MCC +MMC +MCM/MM +MMB. (4.6)

In fig.(4.29) we show the variation of the phase as a function of the laser frequency for

three values of Oai, while Figs.(4.30-4.32) show the contributions to the total matrix

element of the different terms in Eq. (4.6). As in the previous case, when the coupling

between the ground and bound part is strong, there is one dominant term, MCB/MB.

The phase variation is thus that of Fig. (4.15) and we see it coincides with the red dotted

line in Fig. (4.29) where Oai = 10a.u. For weaker ground-bound couplings, where the

continuum path contributes, the phase profile is again the result of the combination of

all the terms in Eq. (4.6).
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Figure 4.28: Sketch of the possible incoming/outgoing amplitudes for (iv). The initial
state populates the three components of the intermediate state. Later, they interact,
and only the continuum and modified continuum components contribute to the outgoing

amplitude.
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Figure 4.29: Phase of the sideband as a function of the laser frequency for the condi-
tions in (iv). Three values of Oai are shown: -0.1 a.u. (blue solid line), -1 a.u. (green
dotted line) and -10 a.u. (red dashed line). The dotted-dashed black lines indicate the
frequencies for which the 41st Harmonics are resonant with the doubly excited state.
A global π jump is observed only if the transition from the ground to the continuum is

negligible.
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Figure 4.30: Oai = 0.1 a.u. The
dominant contribution far from res-
onance is the continuum-continuum
term, while near resonance it is the
MCB/MB term. Still, the phase near
the resonance will not be purely dic-
tated by the MCB/MB phase since the

other terms are not negligible.
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Figure 4.31: Oai = 1 a.u. The
MCB/MB term dominates over all fre-
quencies. Far from resonance the phase
will not be dictated by this term alone
since the MCC contribution is not neg-

ligible.
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Figure 4.32: Oai = 10 a.u. MCB/MB

is dominant over all frequencies and the
other terms are negligible.

(v). Γa 6= 0, Oai 6= 0, OSEfa 6= 0.

In the final case we consider, all possible transitions are active. As in the previous

cases, we show the phase variation as a function of the laser frequency and the intensity

of the different terms. When the transition matrix elements from and to the bound

component, Oai and OSEfa, are of the order of 0.1 a.u., the continuum phase dominates

far from resonance, while near resonance it is other terms that count (mainly MCB/MB);

the contribution of which are responsible for the shift of ∼ 1.5 rad in the blue solid line

of Fig. (4.34). As we approach the limit of OSEfa = Oai ∼ ∞, i.e., a transition through

a purely bound state, we recover the π jump observed in [32, 87]. In essence, different

radiative couplings produce different outcomes in the final sideband phase. This makes
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the latter a useful observable to quantify the otherwise very hard to obtain radiative

transitions between autoionizing states.
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Figure 4.33: Sketch of the possible incoming/outgoing amplitudes for (v). All three
components of the intermediate state are populated from the ground state, they inter-

act, and they all populate the final state.
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Figure 4.34: Phase of the sideband as a function of the laser frequency for the condi-
tions in (v). For a value of OS

Efa
= −Oai = 0.1, the phase is modified slightly near the

resonance. As the values of Oai and OS
Efa

increase, the phase suffers a bigger variation
converging to the π jump observed for transitions through purely bound states.
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Figure 4.35: OS
Efa

= −Oai = 0.1 a.u.
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Figure 4.36: OEfa = 0.1 a.u., Oai =
−1 a.u.
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Figure 4.37: OEfa = 1 a.u., Oai =
−0.1 a.u.
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Figure 4.38: OEfa = −Oai = 1 a.u.

4.2.4.3 Separated pulses.

The purely localized components of the autoionizing states manifest not only in the

phases of the photoelectron sidebands, but also in their intensity. Let us consider the case

of two separated, non-overlapping pump and probe pulses. In this case, the contribution

of the non-localized component of the excited intermediate state rapidly vanishes and

the bound component alone survives. In spectral terms, during the time gap between

pump and probe, the continuum component acquires a phase e−iωtd which varies rapidly

with energy and thus effectively kills all coherent contributions to subsequent transitions

except those from features in the spectrum that are sharp if compared to 1/td. Hence,

from the intensity of the sideband that originates when both pulses are separated, one

can have an estimate of the transition elements O`Efa.
Furthermore, when both intermediate states are resonant, the sidebands will oscillate

due uniquely to the interference between the bound components of the intermediate

states. In Fig.(4.39) we illustrate the oscillations of the sidebands in a R-C-R and in a
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R-R-R transition (with different doubly excited states) when both pulses are separated

sufficiently so that they do not overlap.
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Figure 4.39: Sideband oscillations when both pulses are separated (only bound-
component part contributes to the oscillations). In the x-axis we indicate the separation
of the pulses (from tail to tail) in atomic units. The blue and green lines correspond
to a R-R-R and R-C-R transition, respectively. In the case of the R-C-R transition,
the upper harmonic is resonant with the sp−

3 (Γ = 3.8 · 10−6 a.u.) while in the R-R-R
transition the upper harmonic is resonant with sp+

3 (Γ = 3 · 10−4 a.u.). The lower
harmonic for both cases was resonant with the sp+

2 DES, and the central DES for the
R-R-R transition was 2p2.



Chapter 5

Conclusions and perspectives

The work produced in this master thesis detailed the radiative transitions that occur

in the continuum by means of novel attosecond pump-probe techniques. Its results are

devoted to be used as a theoretical framework for future attosecond experiments. In

particular, we contributed to the attosecond science field by extending the soft photon

approximation to be used with novel experiments and by developing a model that will

permit us to study electronic correlation with the experimental techniques available to-

day.

In the extension of the soft photon approximation, we applied the results to two typical

pump-probe schemes, streaking and RABITT , in the single ionization threshold of he-

lium. The results showed that all single particle effects can be well accounted for within

this approximation either in the strong field or perturbative regimes for both pump-

probe schemes. Moreover, we predicted effects due to the finiteness of the IR pulse

and its intensity. In reference to the latter, we developed a model that could possibly

lead to the extension of the RABITT technique beyond the perturbative limit in which

it is established. This work was presented at the EGAS (European Group of Atomic

Systems) 2012 congress and at the International Workshop on Atomic Physics in 2012.

It has also lead to the production of a paper that has been submitted [90].

Regarding the two-photon perturbative model, we determined a relation between the

observed phase shifts in the RABITT technique and a set of parameters that measure

the electronic correlation of the system. In particular, we showed how the phase that

can be extracted with such technique varies dramatically with the introduction of tran-

sitions from and to the bound component of a doubly excited state. Such transitions are

prohibited in the single particle picture, and appear due to correlation. This observation

opens a new way to study many-body effects in radiative continuum-continuum transi-

tions. This work was presented at the ATTO 2013 conference and will be the subject of

two future publications.
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The line of research initiated during this work of master thesis can be developed along

manifold directions. First, the analysis of the resonant model can be extended to the

case of several resonant states, a circumstance that, as we showed in Sec.4.2.2, occurs

frequently. The model can be also extended to the case of non-monochromatic pulses

to make a comparison with the outcome of ab-initio simulations. So far, we considered

the effect of electronic correlation on the photoejection time delay only in the case of

one open channel. A natural continuation of this study is to consider the case of several

open channels, where the time delay is expressed in terms of a matrix and the simple

correspondence with the energy derivative of the phase-shift is consequently lost. In a

similar way, it is interesting to consider whether the autoionization branching ratio of

autoionizing states embedded in a multichannel continuum can be controlled.

A line of investigation complementary to the one considered so far, where the only ob-

servable is the distribution of the photofragments at the end of the ionization event, is

to monitor the change in the state of the light transmitted through the sample. Two

major experimental techniques based on this idea have acquired considerable importance

in attosecond time-resolved studies: high harmonic generation (HHG) and attosecond

transient absorption spectroscopy (ATAS) [21, 91]. HHG has been used in the past

to record so-called molecular movies. It would be conceivable to extend the recollision

process on which it is based to the case of excited parent ions. Indeed, resonant HHG

is an active field of research where reliable theoretical support is still largely missing.

ATAS, on the other hand, manifests itself already in perturbative conditions. In contrast

to HHG, this technique is based on the assumption that only pre-existing XUV light

can be altered by means of stimulated emission/absorption induced by the interaction

with a dressing field. It has been recently shown that ATAS can provide information

on electronic coherence in neutral transiently bound states. The technique, however,

would apply equally well in the case of a train of attosecond pulses as only coherences

between states separated by twice the frequency of the dressing field are detected. Yet,

ab-initio predictions of ATAS of multiply-excited states recorded with APT have not

been considered so far.



Appendix A

Monochromatic two photon

perturbative model

A.1 Scalar product of plane and spherical waves

Based on the expansion of a plane wave in spherical waves,

exp(i~k · ~r) = 4π
∞∑
`=0

∑̀
m=−`

i` Y ∗`m(k̂)Y`m(r̂) j`(kr), (A.1)

the scalar product of a plane wave and a spherical wave can be derived,

〈~k | k′ `m 〉 =

√
2

π

∞∑
`=0

∑̀
µ=−`

−i`
∫
d3r Y`µ(k̂)Y ∗`µ(r̂) j`(kr)

√
2k2

π
Y`m(r̂) j`(k

′r) =

=
2k

π

∑
`µ

−i` Y`µ(k̂)〈Y`µ|Y`m〉
∫
dr r2 j`(kr) j`(k

′r) =

= − i
`

k′
Y`m(k̂) δ(k − k′),

(A.2)

where we made use of the orthogonality relation between spherical Bessel functions∫
dr r2 j`(kr) j`(k

′r) = π/2
1

k k′
δ(k − k′). (A.3)
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A.2 Explicit derivation

A.2.1 CC matrix element

MCC
ω = α2

∫
dE′ 〈Ef `m|pz|E′10〉 〈E′10|pz|φ0〉

1

ωi + ω2n±1 − E′ + i0+
(A.4)

The first dipole transition matrix element is given by

〈E′10|pz|φ0〉 =

∫
d3k 〈E′10|~k〉 〈~k|pz|φ0〉

=

∫
d3k

1√
k
〈k′m10|~k〉 k cos θ 〈~k|φ0〉

= i

√
4π

3

∫
dΩY10Y

∗
10

∫
dkk3/2φ0(k)δ(k′m − k)

= i

√
4π

3
(2E′)3/4φ0(

√
2E′).

(A.5)

The second is

〈Ef `m|pz|E′10〉 =

∫
d3k 〈Ef `m|~k〉 〈~k|pz|E′10〉

=

∫
d3k

1

k
〈kf `m|~k〉 k cos θ 〈~k|k′10〉

= (−i)i`
√

4π

3

∫
dΩY10Y

∗
10Y`m

∫
dkδ(kf − k)δ(k′ − k)

= (−i)i`
√

4π

3

∫
dΩ

(
1√
4π
Y00 +

1√
5π
Y20

)
Y`m

∫
dkδ(kf − k)δ(k′m − k).

(A.6)

We thus can separate the final state into an S or a D wave. The matrix elements for the

two symmetries read,

〈Ef00|pz|E′10〉 = − i√
3
δ(k′ − kf ) = − i√

3

√
2Efδ(E

′ − Ef ), (A.7)

〈Ef20|pz|E′10〉 = i

√
4

15
δ(k′ − kf ) = i

√
4

15

√
2Efδ(E

′ − Ef ), (A.8)
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where we made use of the relation cos θ =
√

4π
3 Y10 and Y 2

10 = 1√
4π
Y00 + 1√

5π
Y20 and of

Eq. (A.2). The CC contribution with a final S symmetry is thus

MCC
Ef00←1S = α2

∫
dE′

(
i
√

4π
3 (2E′)3/4φ0(

√
2E′)

)(
− i√

3

√
2Efδ(Ef − E′)

)
ωi + ω2n±1 − E′ + i0+

=

= α2

√
4π

3
(2Ef )5/4φ0(

√
2Ef )

1

ωi + ω2n±1 − Ef + i0+
=

= ±α2

√
4π

3
(2Ef )5/4φ0(

√
2Ef )ω−1

ir .

(A.9)

The corresponding matrix element for a final D symmetry differs from the previous one

by a factor of (− 2√
5
),

MCC
Ef20←1S = −α2

√
4π

3

2√
5

(2Ef )5/4φ0(
√

2Ef )
1

ωi + ω2n±1 − Ef + i0+
. (A.10)

We must notice that the final eigenstate is a free electron eigenstate and, thus, the final

energy Ef corresponds to the photoelectron energy.

A.2.2 CM matrix element

MCM
ω = α2

∫
dE′

∫
dε′ 〈Ef00|pz|E′10〉 〈ε′10|pz|φ0〉×

Vε′a
E′ − ε′ − i0+

VaE′

E′ − Ea − iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

∫
dE′

∫
dε′
(
− i√

3

√
2Efδ(Ef − E′)

)(
i

√
4π

3
(2ε′)3/4φ0(ε′)

)
×

Vε′a
E′ − ε′ − i0+

VaE′

E′ − Ea − iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

√
4π

3

√
2Ef

∫
dE′δ(Ef − E′)

VaE′

E′ − Ea − iΓa/2

1

ωi + ω2n±1 − E′ + i0+
×∫

dε′(2ε′)3/4φ0(ε′)
Vε′a

E′ − ε′ − i0+
.

(A.11)

In the last distribution, the function of the energy Vε′a can be taken constant and equal to√
Γa
2π in the domain of interest. Moreover, we can express the distribution as a principal

part plus a delta contribution in the form:∫
f(x)

a− x− i0+
dx = P.P.

∫
f(x)

a− x
dx︸ ︷︷ ︸

∆PP (a)

+iπf(a). (A.12)
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In this way, we write

MCM
ω = α2

√
4π

3

√
2Ef

∫
dE′δ(Ef − E′)

VaE′

E′ − Ea − iΓa/2

1

ωi + ω2n±1 − E′ + i0+
×(

∆PP (E′) + iπ(2E′)3/4φ0(
√

2E′)VE′a

)
=

= α2

√
4π

3

1

Ef − Ea − iΓa/2

√
2Ef

ωi + ω2n±1 − Ef + i0+

Γa
2π

(
∆PP (Ef ) + iπ(2Ef )3/4φ0(

√
2Ef )

)
=

= ±i
√
π

3
α2Γaω

−1
ir

(2Ef )5/4φ0(
√

2Ef )

Ef − Ea − iΓa/2
.

(A.13)

Where we assumed that the function f(E) = (2E)3/4φ0(
√

2E)VEa varies smoothly with

E across an interval of ∆E = 2ωir, and hence ∆PP (Ef ) ≈ 0.

A.2.3 CB matrix element

MCB
ω = α2

∫
dE′ 〈Ef00|pz|E′10〉 〈a|pz|φ0〉

VaE′

E′ − Ea − iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

∫
dE′
(
− i√

3

√
2Efδ(Ef − E′)

)
Oai

VaE′

E′ − Ea − iΓa/2

1
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=

= −α2 i√
3
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1

ωi + ω2n±1 − Ef + i0+
=
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2π

Oai
Ef − Ea − iΓa/2

,

(A.14)

where we have introduced the parameter 〈a|pz|φ0〉 ≡ Oai.

A.2.4 MC matrix element

MMC
ω = α2

∫
dE′

∫
dε′ 〈Ef00|pz|ε′10〉 〈E′10|pz|φ0〉×

Vε′a
E′ − ε′ + i0+

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

∫
dE′

∫
dε′
(
− i√

3

√
2Efδ(Ef − ε′)

)(
i

√
4π

3
(2E′)3/4φ0(

√
2E′)

)
×

Vε′a
E′ − ε′ + i0+

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

√
4π

3

√
2Ef

∫
dE′(2E′)3/4φ0(

√
2E′)×

VEfa

E′ − Ef + i0+

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.15)
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Now we need to calculate the product of three distributions,

VEfa

E′ − Ef + i0+

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

− Γa
2π

1

Ef − Ea + iΓa/2

[
1

Ef − E′ − i0+
+

1

E′ − Ea + iΓa/2

]
1

ωi + ω2n±1 − E′ + i0+
=

− Γa
2π

1

Ef − Ea + iΓa/2

[
− 1

ωi + ω2n±1 − Ef + i0+

(
1

E′ − Ef + i0+
+

1

ω − E′ + i0+

)
+

+
1

ωi + ω2n±1 − Ea + iΓa/2

(
1

E′ − Ea + iΓa/2
+

1

ωi + ω2n±1 − E′ + i0+

)]
.

(A.16)

We now assume that

P.P.

∫
f(x)

a− x
− P.P.

∫
f(x)

b− x
≈ 0 for |a− b| ≈ ωir. (A.17)

This approximation is only valid when f(x) does not oscillate or change abruptly in

the energy region considered, which is a valid approximation for the function f(x) =

(2x)3/4φ0(
√

2x). In this case, we have

1

E′ − Ef + i0+
+

1

ωi + ω2n±1 − E′ + i0+
≈ −2iπδ(E′ − Ef )

1

E′ − Ea + iΓa/2
+

1

ωi + ω2n±1 − E′ + i0+
≈ −2iπδ(E′ − Ea).

(A.18)

We are left with

iΓaδ(E
′ − Ef )

Ef − Ea + iΓa/2

[
1

ωi + ω2n±1 − Ea + iΓa/2
− 1

ωi + ω2n±1 − Ef + i0+

]
. (A.19)

If we introduce this result in the transition matrix element, we obtain

MMC
E00←1S = α2

√
4π

3
(2Ef )5/4φ0(

√
2Ef )×

iΓa
Ef − Ea + iΓa/2

[
1

ωi + ω2n±1 − Ea + iΓa/2
− 1

ωi + ω2n±1 − Ef + i0+

]
=

= iα2Γa

√
4π

3

(2Ef )5/4φ0(
√

2Ef )

Ef − Ea + iΓa/2

[
1

ωi + ω2n±1 − Ea + iΓa/2
∓ ω−1

ir

]
.

(A.20)
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A.2.5 MM matrix element

MMM
ω = α2

∫
dE′

∫
dε′
∫
dε′′ 〈Ef00|pz|ε′10〉 〈ε′′10|pz|φ0〉×

Vε′a
E′ − ε′ + i0+

VaE′

E′ − Ea − iΓa/2

Vε′′a
E′ − ε′′ − i0+

×

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

∫
dE′

∫
dε′
∫
dε′′
(
− i√

3

√
2ε′δ(Ef − ε′)

)(
i

√
4π

3
(2ε′′)3/4φ0(ε′′)

)
×

Vε′a
E′ − ε′ + i0+

VaE′

E′ − Ea − iΓa/2

Vε′′a
E′ − ε′′ − i0+

×

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

√
4π

3

√
2Ef

(
Γa
2π

)2 ∫
dE′

∫
dε′′(2ε′′)3/4φ0(ε′′)×

1

E′ − Ef + i0+

1

E′ − Ea − iΓa/2

1

E′ − ε′′ − i0+
×

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.21)

The distribution in ε′′ can again be casted in the form of a principal part and a delta

function,

MMM
ω = α2

√
4π

3

√
2Ef

(
Γa
2π

)2 ∫
dE′

(
∆PP (E′) + iπ(2E′)3/4φ0(

√
2E′
)
×

1

E′ − Ef + i0+

1

E′ − Ea − iΓa/2

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.22)

The product of the four distributions are calculated in the following way

1

ω − E′ + i0+

1

E′ − Ef + i0+

1

E′ − Ea + iΓa/2

1

E′ − Ea − iΓa/2
=

= − 1

ω − Ef + i0+

[
1

ω − E′ + i0+
+

1

E′ − Ef + i0+

]
i

Γa
×[

1

Ea − E′ − iΓa/2
+

1

E′ − Ea − iΓa/2

]
=

1

iΓa

1

ω − Ef + i0+

[ 2iπδ(E′ − Ea)
ω − Ea + iΓ/2

− 2iπδ(E′ − Ea)
Ef − Ea − iΓa/2

]
=

2π

Γa

δ(E′ − Ef )

ω − Ef + i0+

[ 1

ω − Ea + iΓa/2
− 1

Ef − Ea − iΓa/2

]
,

(A.23)
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where we have again taken advantage of the property in Eq.(A.17) for the functions

f(x) = (2x)3/4φ0(
√

2x) and f(x) = ∆PP (x). Thus the transition matrix element reads

MMM
E00←1S = α2

√
4π

3

Γa
2π

√
2Ef

ω − Ef + i0+

(
∆PP (Ef ) + iπ(2Ef )3/4φ0(

√
2Ef )

)
×[ 1

ω − Ea + iΓa/2
− 1

Ef − Ea − iΓa/2

]
=

= ±iα2

√
π

3
Γaω

−1
ir (2Ef )5/4φ0(

√
2Ef )×[ 1

ωi + ω2n±1 − Ea + iΓa/2
− 1

Ef − Ea − iΓa/2

]
.

(A.24)

A.2.6 MB matrix element

MMB
ω = α2

∫
dE′

∫
dε′ 〈Ef00|pz|ε′10〉 〈a|pz|φ0〉×

Vε′a
E′ − ε′ + i0+

VaE′

E′ − Ea − iΓa/2

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

∫
dE′

∫
dε′
(
− i√

3

√
2ε′δ(Ef − ε′)

)
Oai×

Vε′a
E′ − ε′ + i0+

VaE′

E′ − Ea − iΓa/2

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= −i
α2

√
3

√
2EfOai

(
Γa
2π

)3/2 ∫
dE′

1

E′ − Ef + i0+
×

1

E′ − Ea − iΓa/2

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.25)

The product of distributions is identical to the MM term. The result of the transition

matrix element is then

MMB
E00←1S = −i

α2

√
3

√
2EfOai

(
Γa
2π

)1/2

×

1

ω − Ef + i0+

[ 1

ω − Ea + iΓa/2
− 1

Ef − Ea − iΓa/2

]
=

= ∓iα2

√
2Ef

3
Oai

√
Γa
2π
ω−1
ir

[ 1

ωi + ω2n±1 − Ea + iΓa/2
− 1

Ef − Ea − iΓa/2

]
.

(A.26)
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A.2.7 BC matrix element

MBC
ω = α2

∫
dE′ 〈Ef00|pz|a〉 〈E′10|pz|φ0〉×

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2

∫
dE′OSEfai

√
4π

3
(2E′)3/4φ0(

√
2E′)

(
Γa
2π

)1/2

×

1

ωi + ω2n±1 − Ea + iΓa/2

[
1

ωi + ω2n±1 − E′ + i0+
+

1

E′ − Ea + iΓa/2

]
=

= −α2OSEfai
√

4π

3
(2Ef )3/4φ0(

√
2Ef )

(
Γa
2π

)1/2 2iπ

ωi + ω2n±1 − Ea + iΓa/2
.

(A.27)

We have introduced a new parameter in our model, 〈Ef `0|pz|a〉 = O`Efa, where the

superscript denotes the symmetry of the final state.

A.2.8 BM matrix element

MBM
ω = α2

∫
dE′

∫
dε′ 〈Ef00|pz|a〉 〈ε′10|pz|φ0〉×

Vaε′

E′ − ε′ − i0+

VaE′

E′ − Ea − iΓa/2

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2OSEfai
√

4π

3

(
Γa
2π

)3/2 ∫
dE′

∫
dε′(2ε′)3/4φ0(ε′)×

1

E′ − ε′ − i0+

1

E′ − Ea − iΓa/2

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.28)

Rewriting again the distribution in ε′ as principal part and delta,

MBM
ω = α2OSEfai

√
4π

3

(
Γa
2π

)3/2 ∫
dE′

(
∆PP (E′) + iπ(2E′)3/4φ0(

√
2E′)

)
×

1

E′ − Ea − iΓa/2

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.29)
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We are left to calculate the product of the three distributions

1

E′ − Ea − iΓa/2

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

=
1

E′ − Ea − iΓa/2

[
1

ωi + ω2n±1 − Ea + iΓa/2

( 1

ωi + ω2n±1 − E′ + i0+
+

1

E′ − Ea + iΓa/2

)]
=

=
1

ωi + ω2n±1 − Ea + iΓa/2

[ 1

ωi + ω2n±1 − Ea − iΓa/2

(
1

ω − E′ + i0+
+

1

E′ − Ea − iΓa/2

)
︸ ︷︷ ︸

≈0

−

1

−iΓa

(
1

Ea − E′ − iΓa/2
+

1

E′ − Ea − iΓa/2

)
︸ ︷︷ ︸

≈2iπ

]
=

=
2π

Γa

δ(E′ − Ea)
ω − Ea + iΓa/2

.

(A.30)

Finally, the transition matrix element can be written as

MBM
ω = α2OSEfai

√
4π

3

(
Γa
2π

)1/2 (
iπ(2Ea)

3/4φ0(
√

2Ea)
) 1

ωi + ω2n±1 − Ea + iΓa/2
.

(A.31)

Again, we have approximated ∆PP (Ea) ≈ 0.

A.2.9 BB matrix element

MBB
ω = α2

∫
dE′ 〈Ef00|pz|a〉 〈a|pz|φ0〉×

VaE′

E′ − Ea − iΓa/2

VaE′

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
=

= α2OSEfaOai
(

Γa
2π

)
×∫

dE′
1

E′ − Ea − iΓa/2

1

E′ − Ea + iΓa/2

1

ωi + ω2n±1 − E′ + i0+
.

(A.32)

The distributions are the same as in the BM case,

MBB
ω = α2OSEfaOai

1

ωi + ω2n±1 − Ea + iΓa/2
. (A.33)
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